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information snippets is displayed.

                
                    

                 
                       

    

Figure 1: Overview of PrivacyInjector, a contextual privacy policy tool that automatically detects and displays concrete pri-
vacy policy information relevant in the context of use. In the above example, a user navigated to the homepage of webex.
PrivacyInjector identifed those segments in the lengthy policy document (c) that are relevant to cookies and tracking ele-
ments. An information icon (a) is displayed on the cookie banner. When a user selects the icon, a sidebar (b) with the extracted 
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and  complex,  making  it  challenging  to  retrieve  relevant  informa-

tion.  In  response,  research  proposed  contextual  privacy  policies  
(CPPs)  that  embed  relevant  privacy  information  directly  into  their  
afliated  contexts.  To  date,  CPPs  are  limited  to  concept  showcases.  
This  work  evolves  CPPs  into  a  production  tool  that  automatically  
extracts  and  displays  concise  policy  information.  We  frst  evaluated  
the  technical  functionality  on  the  US’s  500  most  visited  websites  
with  59  participants.  Based  on  our  results,  we  further  revised  the  

tool to deploy it in the wild with 11 participants over ten days. 
We found that our tool is efective at embedding CPP informa-

tion on websites. Moreover, we found that the tool’s usage led to 
more refective privacy behavior, making CPPs powerful in helping 
users understand the consequences of their online activities. We 
contribute design implications around CPP presentation to inform 
future systems design. 
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1  INTRODUCTION  
Most of us use a multitude of online services daily, leading to numer-

ous digital traces. Data practices of online providers increasingly 
raise concerns as the collected data is often used for personaliza-
tion and targeted advertising or misused for malicious actions, such 
as price, search, or gender discrimination [12, 27]. Moreover, the 
Facebook-Cambridge Analytica data scandal showed how user data 
could even become the target of stealth and criminal activity [18]. 
Incidents like this often result in users losing their trust in compa-

nies that collect data, which leads to fnancial losses, as users tend 
to avoid them in the future [49]. 

Privacy policies are one of the most common ways to inform 
users about data practices. They describe what data is accessed, 
how they are processed, and which options are available for users 
to control these practices. This is referred to as the principle of 
notice and choice [30, 50] or notice and consent [1]. However, 
privacy policies are often inefective, as users do not read and fail 
to understand them [32]. While most users, about 74%, do not read 
privacy policies at all, if they read them, the average reading time 
for the entire policy is 73 seconds, which is way too short to read 
and understand the whole text [32]. The reasons for this include 
their length, their abstract legal language, and that they are often 
hidden somewhere at the end of the website [13, 25, 28, 32, 38]. 

Researchers and developers worked on improving the representa-
tion of privacy policies, for example, by standardizing them through 
segmentation into categories [48] or by using P3P, a machine-

readable format for privacy policies [11]. However, there has been 
no wide-spread adoption of standardized formats and approaches, 
leading to issues and challenges around machine accessibility of 
privacy policies. Other approaches included using privacy icons to 
visualize the information [14, 17, 29] or displaying privacy policies 
similar to nutrition labels [19]. Unfortunately, most online providers 
refrained from incorporating these ideas into their policies mainly 
because the fnancial beneft of collecting user data outweighed 
their benefts. In response, researchers explored supplementing 
privacy policies in their current state, for example, by developing 
tools, such as a privacy-aware shopping engine [45]. One of the 
most promising concepts from recent years are contextual privacy 
policies (CPPs). They aim to make privacy policies more accessi-
ble by displaying relevant snippets directly in their corresponding 
contexts [13, 33, 34]. This decreases the amount of text that has 
to be read at once, helps users understand the abstract wordings 
of the policies, and prevents service providers from hiding impor-

tant information behind inconspicuous links. A concept showcase 
demonstrated that users preferred this contextual representation 
over the lengthy policies [34]. 

We implemented PrivacyInjector, a production AI tool for digital 
consumer privacy awareness. The system, depicted in Figure 1, 
consists of three main parts: 1) a process to automatically extract 
the relevant text snippets from the privacy policies, 2) a process to 
automatically identify suitable contexts, and 3) a representation of 
the CPPs, which is unintrusive and allows their automatic injection 
on web pages without interfering with page layouts. 

Maximiliane Windl, Niels Henze, Albrecht Schmidt, and Sebastian S. Feger 

We report on two empirical studies. First, we evaluated the sys-
tem’s technical functionality and efectiveness on the 500 most 
visited websites in the US with 59 participants. We found that Pri-
vacyInjector performed well at text classifcation and identifying, 
placing, and displaying CPP elements. Applying the insights from 
the frst study, we conducted a second in the wild study with 11 par-
ticipants who used the extension for ten days on a regular basis. We 
found that the tool’s usage led to more refective privacy behavior. 
Additionally, we describe design implications related to the inter-
pretation and presentation of CPP segments. Our research showed 
that it is possible to create and display CPPs automatically and that 
they are efective in helping users understand the consequences of 
their online activities. 
Our work makes three key contributions: 

• We present the design and architecture of PrivacyInjector, 
the frst production AI tool for CPPs. Moreover, we provide 
our text classifers, the code for the classifers, and our ex-
tension’s source code to enable future research. 

• We report on a study investigating how efective Privacy-
Injector is at detecting, segmenting, and placing CPPs in 
the heterogeneous web service landscape, based on an eval-
uation of the US’s top 500 websites with 59 participants. 
Further, we present a detailed error and coverage analysis 
that is expected to beneft future developments. 

• Finally, we present fndings from a ten-day longitudinal 
mixed-method study with 11 participants and show how 
CPPs promote privacy awareness and more refective behav-
ior. Further, we present design implications related to the 
interpretation and presentation of CPP segments and discuss 
needs and requirements related to machine accessibility of 
privacy policies. 

2  RELATED  WORK  
Information privacy refers to individuals’ desire to control their data, 
in particular related to access, sharing, and use [2]. Privacy should 
be of great interest to users, as online companies use collected 
data for tracking and personalization that has shown to lead to 
various forms of discrimination, including price, search, and gender 
discrimination [12, 15, 27]. 

This section refects on the value of online privacy and the chal-
lenges around privacy communication and awareness. We further 
present work related to CPPs and highlight how our development 
and evaluation of PrivacyInjector advances research and applica-
tion in this domain. We conclude with a summary and presentation 
of research questions that guided our exploration. 

2.1  Challenges  with  Privacy  Policies  
Privacy policies are still a key resource for communicating data 
practices. In principle, users should make informed decisions based 
on policy reviews. This principle of informing about data practices 
and asking for consent - commonly through a checkbox - is called 
the principle of notice and choice [30, 50] or notice and consent [1]. 
Notice and choice are necessary, but privacy policies fail this re-
quirement most of the time [5, 9, 43]. This is mainly caused by users 
not understanding them the way they are currently presented or 
not reading them in the frst place [32, 40]. Research has described 

https://doi.org/10.1145/3491102.3517688
https://doi.org/10.1145/3491102.3517688
https://doi.org/10


              

          
    

           
              

           
             

        
        

          
          

         
            

          
          

     
           

             
            

             
           

  
         

          
         

        
         

    

         
         

         
         

         
           

        
             
         
    
        

           
          

           
           
           

          
           

           
          

            
           

         
         

   
       

          

        
            
              

           
            

         
         

        
         

         
           

            
        

          
         
           

        
         
         

        
       

           
        

        
         
        

         
            

              
         

          
        

         
          

           
             

         
        

  

                      
32],  difcult  legal  language  and  phrasing  [13,  24,  38],  and  often  in-
consistent  and  inconspicuous  placement  [38].  Previous  attempts  at  
addressing  those  issues  included:  standardizing  privacy  policies  by  
introducing  P3P  [39];  presenting  design  principles  and  guidelines  
for  better  representation  of  privacy  policies  [6,  20,  37,  47];  devel-
oping  a  nutrition  label  for  privacy  policies  [19];  and  implementing  
a  privacy-aware  shopping  search  engine  [45].  But,  most  of  those  
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the following four key challenges that represent barriers in users’ 
engagement with privacy policies. 

Length of Privacy Policies. Obar [32] found that most users, namely 
74%, do not read privacy policies at all, and those that do invest on 
average 73 seconds. Clearly, this is not enough time. McDonald and 
Cranor [25] estimated that it would take users 201 hours to read all 
the privacy policies they encounter in one year. 

Difcult Language. Websites often use complex legal language 
when describing their practices, requiring at least a two-year college 
education to understand them [24]. This way, privacy policies meet 
their legal requirements, yet often confict with users’ requirements. 

Abstract Wording. It is difcult for most users to link the abstract 
texts to their concrete actions [13]. This is especially problematic 
when the privacy policies are shared across multiple platforms, as 
for Google and YouTube [8]. 

Inconsistent Placement. Policies are often linked at the bottom of a 
web page, requiring a certain efort from users to fnd them [38]. Yet, 
retail sites often place privacy policies on the top, and fnancial sites 
tend to have a link at the top and bottom [38]. This inconsistency 
decreases the accessibility of privacy policies, as users have to fnd 
them frst. 

In conclusion, signifcant changes need to be made, especially 
in terms of length, phrasing, and placement of privacy policies, 
to achieve accessible policies that enable actual notice and con-
sent. PrivacyInjector addresses the length, placement, and abstract 
wording challenges by presenting only information relevant in the 
context of service use. 

2.2  Improving  Privacy  Policies  
Previous research tried to incorporate alterations directly into the 
actual privacy policies, for example, by introducing privacy by de-
sign, which proposes design principles to increase users’ control 
over their private information and to give companies a competi-

tive advantage [6, 20, 47]. Other examples included design guide-
lines [37] and design spaces [41] that help create more concise 
privacy information. Yet, the commercial beneft from the collec-
tion of user data still seems to outweigh the benefts that may result 
from better privacy protection, so that providers mainly refrain 
from embracing these suggestions. 

In response, researchers developed tools to complement privacy 
policies. Cranor et al. [10] developed Privacy Bird, a privacy agent 
for the Platform of Privacy Preferences (P3P), which is a machine-

readable format for privacy policies developed in 1999 by the World 
Wide Web Consortium [39]. But, it was suspended later on because 
major browsers did not support the standard, and it was deemed 
too difcult for the average internet user to understand [7]. Kel-
ley et al. [19] developed a standardized table format for privacy 
policies, similar to nutrition labels on groceries. Tsai et al. [45] 
developed Privacy Finder, a prototype of a shopping search engine 
that displayed a summary of the policy next to the search results. 
Harkous et al. [16] implemented PriBot, a chatbot allowing users to 
ask privacy-related questions in free form. Additionally, there are 
privacy agents that make privacy-relevant decisions on the users’ 
behalf [21–23, 46]. 

Despite previous eforts, most proposed solutions have draw-
backs that prevented their adoption in practice. P3P was suspended, 
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making  Privacy  Bird  redundant  and  Privacy  Finder  never  left  its  
prototypical  state.  However,  the  nutrition  labels  have  meanwhile  
been  applied  in  practice  as  Apple  made  Privacy  Nutrition  Labels  
mandatory

1
.  

2.3  Contextual  Privacy  Policies  (CPPs)  
CPPs display privacy information in their corresponding contexts. 
Patil et al. [36] stated that privacy feedback is the most efective 
when it is “delivered [...] at the right time at a manageable rate.” CPPs 
support both requirements: the amount of text displayed at once is 
reduced, and the information is displayed at the right time in their 
context of use. Bergmann [3] showed that users’ privacy-awareness 
increases signifcantly when the privacy information is displayed in 
their corresponding contexts. Additionally, the theory of contextual 
integrity considers the context as essential in determining whether 
information collection and distribution is appropriate or not [31]. 

The concept of CPPs was introduced [13] and validated [33] by 
previous work. Ortlof et al. [34] evaluated the CPPs using a concept 
showcase for seven diferent websites. They manually inspected 
each website to identify suitable placements for the CPPs. They 
also manually extracted and processed the privacy policies, which 
does not scale considering that there are millions of websites. In 
contrast, we present PrivacyInjector, a scalable production AI-CPP 
system, and demonstrate its real-world feasibility. We developed a 
process to automatically generate and display CPPs, including the 
automatic recognition of privacy policies, identifcation of contexts, 
extraction of relevant information, and unobtrusive presentation. 

An essential step in automating the CPPs is the creation of ap-
propriate text snippets. Previous research has already developed 
approaches to process privacy policies automatically. Zimmeck and 
Bellovin [51] developed Privee, an architecture to analyze privacy 
policies automatically. Mysore Sathyendra et al. [30] developed 
classifcation models that can identify opt-out choices in privacy 
policies. The major drawback of both is that they only allow a lim-

ited set of queries on the policies and thus do not allow a complete 
annotation. Harkous et al. [16] overcame this limitation by devel-
oping Polisis, an automated framework for the analysis of privacy 
policies. They used hierarchical neural network classifers that al-
low for high-level and fne-grained queries. Polisis’ approach of 
annotating policies seems to be the most promising one, compared 
to the one of Zimmeck and Bellovin [51] and Mysore Sathyendra 
et al. [30], since it allows to analyze the entire policy and provides 
fne-grained annotations. Therefore, we build on this approach in 
defning suitable text snippets for the real-world implementation 
of CPPs. 

2.4  Summary  and  Research  Questions  
There are several barriers to privacy policies, including their length [25,

1
https://www.apple.com/privacy/labels/ 

https://1https://www.apple.com/privacy/labels
https://1https://www.apple.com/privacy/labels


                    

            
   

           
          

          
             

          
          

           
            
        

           
        

          
          

             
         

          
       

         
 

            
          

          
         

         

        
    

            
         

          
  

         
  

         
           

         
          
            

 

                
tor,  a  functional  web  browser  extension  for  Google  Chrome  and  
Firefox  that  is  depicted  in  Figure  1.  We  released  the  code  for  the  
creation  of  our  text  classifers  and  word-embeddings,  as  well  as  our  
extension’s  source  code  through  our  GitHub  repositories  to  enable  
future

2  research .  
As  depicted  in  Figure  2,  the  system  comprises  two  parts:  the  front  

end,  which  identifes  the  links  to  the  privacy  policies  (1),  as  well  as  
the  contexts  for  the  text  snippets  (5),  and  the  back  end  which  holds  
the  segmenter  (2)  and  the  classifers  (3).  The  implementation  of  the  
segmenter  and  the  classifer  was  based  on  the  work  by  Harkous  
et  al.  [16].  The  JavaScript  front  end  contains  the  code  of  the  browser  

 
 

       
           

          
         

          
          

         
           

  

Figure 2: Architecture overview of PrivacyInjector. The ex-
tension is triggered once the user navigates to a webpage. In 
the frst step (1), PrivacyInjector identifes the URL of the 
site’s privacy policy. Next (2), the policy is segmented, be-
fore (3), the segments get annotated. Then (4), the contexts 
are identifed and fnally (5), the annotated segments, i.e. the 
actual privacy info snippets, are placed, represented by an 
icon bubble, on the webpage in the location where they are 
contextually relevant. 
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eforts have not yet managed to contribute to a positive change on 
a larger scale. 

Among the most promising ideas from recent years are CPPs [13, 
33, 34]. They place concise text snippets from privacy policies di-
rectly in their afliated contexts when they become relevant. This 
reduces the text to be read at once and makes the privacy policies 
less abstract because users learn how their actions trigger data 
processing. Feth [13] introduced the concept of CPPs. Later, Ortlof 
et al. validated their acceptance [33] and evaluated the concept in 
situ [34]. The concept showcase reported by Ortlof et al. [34] is 
only implemented for seven diferent websites by manually inspect-
ing each website to identify suitable placements for the CPPs and 
manually extracting and processing the privacy policies. Clearly, 
this manual approach does not scale across millions of websites 
and frequently updated privacy policies that have on average 2700 
words [32]. In contrast to Ortlof et al. [34], we present the scalable 
CPP system PrivacyInjector and report on its real-world feasibility. 
We developed a process to automatically generate and display CPPs, 
including the automatic recognition of privacy policies, identifca-
tion of contexts, extraction of relevant information, and unobtrusive 
presentation. 

Inspired by the work of Harkous et al. [16] who provide a frame-

work for the hierarchical annotation of privacy policies, we aimed 
to evolve CPPs through the design of PrivacyInjector from their 
current prototypical state to a real-world browser extension. Our 
work was guided by the following two research questions. 

RQ1: How efective is PrivacyInjector at identifying and dis-
playing contextual privacy policies? 
Our work is motivated by the need to evolve CPPs from their 
current prototypical state into production tools. Therefore, we need 
to evaluate PrivacyInjector across a wide variety of diverse websites 
and users. 

RQ2: How do users interact with PrivacyInjector on a regu-
lar basis? 
PrivacyInjector is designed to alter the presentation of websites 
by placing relevant policy snippets into their context of use. As 
this will impact interaction experience, we need to better under-
stand how users experience PrivacyInjector on a regular basis, in 
order to understand how to prepare such a functional tool for daily 
interaction. 

3  SYSTEM  
In this section, we describe the implementation of PrivacyInjec-

2
https://github.com/Maxikilliane/CPP-extension-new.git; 
https://github.com/Maxikilliane/polisis-classifers.git 
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extension. The extension gets triggered every time a user visits a 
new website. The back end was written in Python and uses the 
framework Flask to communicate with the front end. Next, we detail 
the implementation related to the four key steps: (1) identifcation 
of privacy policy URL; (2) segmentation and annotation; (3) segment 
classifcation; (4) identifcation of contexts and (5) display. 

3.1  Identifcation  of  Privacy  Policy  URL  
To identify the privacy policies, we allocated all links on the website, 
saved them to a list and applied a set of keywords containing words 
that are usually part of privacy policy URLs, such as privacy, priva-
cypolicy, or legal. We constructed this list manually by visiting the 
50 most visited websites in the United States3 

and recording words 
of relevant URLs. When more than one URL matched with words 
from the keywords list, we scraped the HTML content of all match-

ing pages and ranked them according to their likelihood. We did this 
by applying regular expressions to the potential policies, search-
ing for words or phrases typically contained in privacy policies. 
We identifed those words and phrases similar to the way we con-
structed the URL keyword list using the same 50 websites as before. 
The keywords we identifed were privacy policy/statement/notice, 
policy/policies, personal information, SSL/encrypt/safeguard, third 
party, choice opt out/in, location, advertisements, collect/collection, 
share/disclose, children, cookie, and safe harbor. This process re-
sults in most cases in a single privacy policy URL. 

3.2  Segmentation  and  Annotation  
The classifers need fne-grained, thematically matching paragraphs 
to predict the data practices of each segment. Therefore, we pro-
cessed the policy by obtaining the text content from the policy’s 
website, handling lists, cleaning the HTML from irrelevant ele-
ments, and performing the actual segmentation of the text. We used 
Google Chrome in headless mode to scrape the policy’s text. Using 
headless mode enabled us to beneft from the capabilities of a real 
browser, such as executing JavaScript, while not having to deal 
with a user interface. 

3
https://www.alexa.com/topsites 

https://github.com/Maxikilliane/CPP-extension-new.git
https://github.com/Maxikilliane/polisis-classifiers.git
https://www.alexa.com/topsites
https://3https://www.alexa.com/topsites
https://github.com/Maxikilliane/polisis-classifers.git
https://2https://github.com/Maxikilliane/CPP-extension-new.git
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In most cases, lists are prefaced with an introductory statement 
needed to grasp the meaning of the individual list items. An example 
of that could be a list that is prefaced with You will be asked to 
provide information about yourself, which includes: and has short 
bullet points, such as Your name or Contact information. That is 
why we merged all list items with their introductory statements to 
receive unambiguous sentences. Similarly, we removed all elements 
that did not contain the actual privacy policy’s text, such as script 
tags or CSS instructions, which we identifed by checking 50 privacy 
policies. This led to the additional removal of menu items, headers, 
footers, breadcrumbs, and sidebars. 

Most websites could be segmented by breaking up the page ac-
cording to their <div> and <p> tags. However, sometimes this failed 
to return any segments at all or the returned segments turned out 
to be very long. No segments were, for example, returned when the 
website was not using the classical HTML structure, like Facebook. 
Whenever the frst step failed to return adequate segments, we used 
an algorithm, which uses word-embeddings to split documents into 
coherent parts, where coherence is defned as the accumulated 
weighted cosine similarity of the segment’s words to the mean 
vector of this segment. By adequate segments, we mean that seg-
ments were returned and that these segments had a suitable length 
of one to four sentences. The code for this algorithm was taken 
from the textsplit4 

library but used the same domain-specifc word-
embeddings as the classifers that are described later on. At the 
end of this process, we have identifed multiple clean policy 
segments. 

3.3  Segment  Classifcation  
The classifcation was inspired by the work of Harkous et al. [16]. 
The segment classifcation was done leveraging two key stages: 1) 
an unsupervised part, where the domain-specifc word-embeddings 
were built from unlabeled data, and 2) a supervised part, where 
text classifers were trained using Convolutional Neural Networks 
(CNNs). 

Word-Embeddings. Unlike traditional text classifers, we use word-
embeddings instead of relying only on keywords and their frequen-
cies. A signifcant drawback of the latter is their lower general-
ization power. An example is the following example taken from 
Harkous et al. [16]: The two sentences "Your data gets deleted when 
you disable your account." and "Your data gets erased when you dis-
able your account." are classifed. If our training set only contained 
the word delete, but not erase, the classifcation results turn out to 
be signifcantly diferent for the two sentences. Even though delete 
and erase are synonyms, so the classifcation results should be al-
most identical. Word-embeddings overcome this issue by extracting 
generic word vectors so that the word vectors of two segments con-
taining semantically similar words are close in the vector space. 
That way, the classifers also consider words not included in the 
training set, as long as they were part of the large corpus used for 
the training of the word-embeddings [16]. We used the MAPS Poli-
cies Dataset [52] to create a corpus of privacy-related words. This 
dataset consists of URLs from 441,626 privacy policies collected 
from apps in the Google Play Store. We checked that dataset and 
removed all duplicate URLs, which left us with about 150,000 URLs. 
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We used a python script to scrape the text content of all those 
policies. The resulting text fle was then cleaned from redundant 
spaces and special characters and transformed to lower case. We 
used fastText5 

to train the actual word-embeddings. 
Hierarchical Multi-Label Classifers. Following the work of Hark-

ous et al. [16], we used hierarchical multi-label classifers for the 
prediction of the data practices. The hierarchical structure is defned 
by the labeled dataset used for the prediction of the data practices 
because it subdivides these practices into high-level categories, at-
tributes, and attribute values. We used the dataset created by Wilson 
et al. [48] which consists of 115 privacy policies that were annotated 
by law school students, resulting in about 23,000 annotated data 
practices. They comply with the hierarchy of privacy policies by 
assigning high-level categories (e.g., "First-Party Collection"), as 
well as attributes (e.g., "Purpose") and attribute-values (e.g., "Adver-
tisement"). Altogether, Wilson et al. [48] identifed 10 high-level 
categories, 22 attributes, and 130 attribute-values. A simplifed vi-
sualization of that hierarchy is shown in Figure 3. This hierarchy 
resulted in one classifer for predicting the high-level category and 
one classifer for each of the 22 attributes. We note that attribute 
classifer selection depends on the predicted high-level category. 
That means, for example, that if the high-level category was pre-
dicted as Third Party Collection, only the attribute classifers that are 
leaves of that category qualify. In this case, these would be, among 
others, Action, Information Type, and Purpose. Multi-label means a 
prediction for each of the possible values so that one segment has 
multiple predictions. We assumed that a probability above 0.5 or 
50% means that the data practice was present in the segment. 

Models Training. We trained one classifer for the high-level 
category and one classifer for each of the 22 attributes. Table 1 
shows the evaluation metrics on the testing set for the category 
classifer. All values were micro-averaged per label to predict not 
only the presence but also the absence of a label. After this step, 
all policy segments are annotated with their afliated data 
practices. 

3.4  Identifcation  of  Contexts  
Contexts are areas on the website where data practices apply. For 
example, data practices concerning advertisements become active 
when users interact with online advertisements. For this work, we 
focused on six diferent categories of data practices. These were: 
Advertisement information, information about users with accounts, 
fnancial information, cookie information, information about data 
collection and sharing with social media platforms, and location 
information. We chose these categories because they are, on the 
one hand, widespread practices that have a high likelihood of being 
covered in the privacy policy. On the other hand, these categories 
are also often represented as elements on the website. 

We developed several techniques to identify those contexts. First, 
we visited 50 websites to identify contexts suitable to display CPP 
information and which reoccurred on most websites. This step 
returned, for example, log-in and sign-up elements for account 
information, social media icons and social media log-ins for social 
media information, and shopping carts and input felds for debit 

4
https://github.com/chschock/textsplit 5

https://fasttext.cc/ 

https://github.com/chschock/textsplit
https://fasttext.cc/
https://5https://fasttext.cc
https://4https://github.com/chschock/textsplit


                    

                      
                   

 

Figure 3: The mandatory values of the privacy policy taxonomy, as proposed by Wilson et al. [48]. The blue boxes are the 
high-level categories, the boxes below are the attributes, and the boxes with the gray frame show some examples of attribute-
values. 

                 Table 1: The classifcation results (F1, Precision, Recall) for the high level category of the test set. 

    

      
      

        
     
     

     

    

    

      
     

     
    

      
      

    

Category F1 Prec. Rec. 

1st Party Collection/Use 0.8 0.87 0.75 
3rd Party Collection/Sharing 0.77 0.86 0.69 
User Access, Edit and Deletion 0.69 0.73 0.65 
Data Retention 0.39 0.54 0.31 
Data Security 0.63 0.7 0.58 
International/Specifc Audiences 0.9 0.96 0.84 

Average 0.7 0.78 0.64 

Category F1 Prec. Rec. 

Do Not Track 1.0 1.0 1.0 
Policy Change 0.75 0.86 0.67 
User Choice/Control 0.71 0.7 0.72 
Introductory/Generic 0.65 0.72 0.59 
Practice not covered 0.39 0.59 0.29 
Privacy contact information 0.72 0.84 0.63 

Average 0.7 0.79 0.65 
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card data for fnancial information. In the next step, we investi-
gated the HTML structure of those elements to identify HTML 
tags, CSS classes, and reoccurring text contents typically used for 
these elements. We found that in several cases, contexts can be 
identifed by searching for keywords in URLs. For example, account 
elements were identifed by searching for the keywords account, 
login, profle, or me. Other strategies employed to identify contexts 
were searching for HTML-ids, which was especially successful for 
account elements, advertisements, and fnancial elements. This 
step gives us areas on the websites where we can display the 
CPP information. 

3.5  Display  of  the  CPP-information  
We used an iterative design approach involving three design experts 
to determine how the CPP information should be displayed. The 
expert group consisted of one professional UI designer and two 
professors teaching UI/UX design courses. Already the frst version 
of PrivacyInjector used foating and draggable bubbles to display the 
CPP information. When the user clicked on the bubble, a scrollable 
textbox attached to the bubble appeared, including a heading, an 
icon depicting the category, and the information from the privacy 
policy as bullet points. 

All three experts criticized the presentation of the policy snippets 
in the form of text boxes attached to the bubbles because they were 
considered too small and sometimes disappeared behind website 

elements. In response, experts suggested implementing the text 
boxes as sidebars. They further suggested giving a short explana-
tion about why information is displayed, such as: "The site seems 
to be using [your location]. Below are statements from this page’s 
privacy policy that refer to [location information]." Therefore, the 
fnal design version used sidebars and short descriptions of the dis-
played information, as depicted in Figure 1. After this step, small 
draggable bubbles appear on the website in the previously 
defned contexts. 

4  METHOD  
We conducted two empirical studies to answer our research ques-
tions. Figure 4 provides an overview of key study characteristics 
and their temporal aspects. Study I focused on evaluating how efec-
tive PrivacyInjector is at extracting and displaying concise privacy 
policy information snippets across a large and diverse sample of 
web services and users. We recruited 59 participants who inter-
acted with a subset of the US top 500 websites and the privacy 
information displayed by PrivacyInjector. In total, we reduced the 
pool of 500 websites to 354 to flter explicit and dubious content. 
We conducted a pilot study with fve participants to exclude errors 
in the installation process and to verify that users understood the 
questionnaires. In response, we created a video tutorial. Further 
details on the study procedure are provided in the corresponding 
Section 5. Study participants checked on each website whether or 



              

                  
              

Figure 4: A high-level overview of our method. We conducted two empirical studies to investigate the technical functionality 
of PrivacyInjector (Study I) and the interaction experience during regular tool use (Study II). 

         
          

           
        

       
          
          
          

         
        

           
          

          
          

          
          

           
           
           

         
       

         
            

            
          

         
       
          

             
 

        
         

           
          
            

   

          
           

          
           

          
         
          

         
          
            
             
             
         
            
            

          
           

            
     

           
        

             
               

          
         

        
         
          

           
           

          
           

  

                        
form,  installation  instructions  with  pictures,  instructions  on  how  
to  proceed  with  the  questionnaires,  a  video  tutorial,  and  a  list  of  
six  URLs  to  be  visited.  We  instructed  the  participants  to  visit  one  
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not, and how accurately, privacy information was detected and dis-
played, that the context was correctly identifed, and that extracted 
snippets matched the context of use. Based on our fndings and 
brief post-study interviews with selected informants, we further 
improved the CPP tool for regular use. 

We released the latest version of PrivacyInjector as Chrome and 
Firefox browser extensions and recruited 11 new participants for a 
ten-day mixed-methods study in the wild (Study II). Initially, we 
asked the participants about their understanding and concern of 
online privacy. Afterward, the participants installed the extension 
and were tasked to use their internet browser as usual. Participants 
could tailor PrivacyInjector to their needs, i.e., they could pause 
the extension on specifc websites, pause the tool for websites un-
til updates were detected, or pause the tool completely. Detailed 
information on these modes and how we logged tool interaction 
are provided in the corresponding study Section 6. We asked par-
ticipants to rate tool functionality and reliability after fve and ten 
days to investigate if constant exposure to the tool and its informa-

tion impacted users’ perceptions of it. Finally, we conducted a brief 
post-study interview to gather more information on the interaction 
experience and users’ expectations towards future systems. 

5  STUDY  I:  VALIDATING  THE  
FUNCTIONALITY  

To answer RQ1 on the efectiveness of PrivacyInjector at communi-

cating CPPs, we evaluated the tool across a diverse set of websites, 
including 354 out of the 500 most frequently used websites in the 
United States. Reasons for excluding some of the websites are de-
tailed below. We recruited 59 participants in this between-group 
study, where each participant assessed PrivacyInjector’s accuracy 
across six diferent websites from the 354 websites pool. Given 
the size of the pool, no website was assessed by more than one 
participant. 

Each participant answered one questionnaire for every CPP 
element on the website. These questionnaires contained four items 
assessing the placement, the texts, the visibility of the element, and 
the sidebar. The participants used their own computers and laptops 
for the study. That way, we also verifed that the extension worked 
across diverse setups. 

5.1  Website  Selection  
We used the  US’s  500  most  visited 6    websites   

as  a  basis  for  our  in-
vestigation.  Out  of  this  pool,  we  initially  excluded  websites  that  
showed  illegal,  explicit,  or  violent  content  (18)  and  websites  that  

were not in English (19). Further, we pre-processed all remaining 
websites before we started the study and found that some websites 
had cryptic links to their policies, making it difcult for PrivacyIn-
jector to identify the document. An example of that is alibaba.com7

. 
Another reason for which our extension failed to recognize the 
privacy policy was when it was presented unconventionally, for 
example, in a pop window or as an interactive walkthrough8. 

We manually checked all URLs detected by PrivacyInjector in 
the annotation process and identifed four main reasons for failure: 
(1) the privacy policy could not be identifed (61); (2) the website 
did not have a privacy policy (10); the website could not be reached 
(not secure, IP address could not be found) (23); and (4) the website 
was region-restricted (15). We removed websites from our pool 
that were classifed according to these criteria. This left us with a 
total of 354 (out of 500) websites. A complete table containing the 
61 URLs for which PrivacyInjector failed to identify the privacy 
policy, including the reason for why the privacy policy could not 
be identifed, as well as possible solutions to solve these issues can 
be found in Table 3. 

5.2  Participants  
We recruited the participants via mailing lists of our institution and 
through convenience sampling, resulting in a diverse participant 
pool. In total, we recruited 59 people for the study (29 female, 30 
male). Their ages ranged from 18 to 66 (M = 31.2, SD = 10.36). 24 
of the participants were students. Most (14) of them studied com-

puter science or media informatics, three studied lectureships, two 
business administration, and one each medicine, media production, 
social science, economics, and geoecology. 34 worked in various 
felds, including IT (8), entertainment (4), media (3), automotive (3), 
fnance (2), education (2), health care (2), engineering (2), retail (2), 
administration (2), real estate (1), law (1), fashion (1), service (1), 
and one person was retired. The students were compensated with 
course credits9, and a 30$ Amazon voucher was rafed among all 
remaining participants. 

5.3  Procedure  
Once a participant signed up, we sent an email with a consent

6
https://www.alexa.com/topsites 

7
https://rule.alibaba.com/rule/detail/2034.htm?spm=a2700.8293689.0.0.

500267afpGugNR

8
https://admin.typeform.com/to/dwk6gt/ 

9
The students have to earn a certain amount of study credits towards the completion of 
their degree, where one hour equals one course credit. The participation is anonymous 
and the students receive the same amount of compensation, no matter their responses. 

https://www.alexa.com/topsites
https://rule.alibaba.com/rule/detail/2034.htm?spm=a2700.8293689.0.0.500267afpGugNR
https://rule.alibaba.com/rule/detail/2034.htm?spm=a2700.8293689.0.0.500267afpGugNR
https://admin.typeform.com/to/dwk6gt/


                    

                    
                      

Figure 5: The percentage values of participants’ ratings to our four statements on a fve-point Likert scale. We framed the 
statements so that "strongly agree" means that it worked very well, and "strongly disagree" means that it did not work at all. 
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URL after another and complete the questionnaires after each page 
visit. The extension automatically focused on the area where the 
bubble was located and highlighted the corresponding bubble in 
green. When the user clicked on "Next Bubble," it scrolled to the 
next bubble. 

We asked the participants to rate agreement to four statements 
for each bubble on a 5-point Likert scale ranging from 1 (=strongly 
disagree) to 5 (=strongly agree). We asked about the visibility of the 
bubble, the visibility of the sidebar, whether the bubble’s category 
matched the UI element on which it was placed, and whether the 
texts shown in the sidebar matched the category. Refer to Appen-
dix A for the exact wording of the statements. 

5.4  Results  
We analyzed how our participants rated the statements for each 
bubble grouped by the CPP information type: User with account, 
Financial, Cookies and Tracking Elements, Social Media Data, Adver-
tising, and Location. Figure 5 shows the percentage values of the par-
ticipants’ ratings and Table 2 shows the mean, median, and SD for 
the four statements. We analyzed the data using the Kruskal–Wallis 
test. When signifcant efects were revealed, we used Wilcoxon’s 
rank-sum test with Bonferroni corrections for pairwise posthoc 
analyses. 

Match of bubble category and UI element. Overall, this statement 
received high ratings with all categories having over 77% of their 
responses as either “agree” or even “strongly agree”, meaning that 
the placement of the bubble indeed matched with its information 
type, see Figure 5. This is also underlined by the high values for the 
mean (4.33) and median (5), see Table 2. Only the placement of Loca-
tion elements stands out, with 46.67% of its ratings being “disagree” 
or “strongly disagree”. We performed a Kruskal–Wallis test which 
showed a signifcant efect between the conditions (H (5) = 15.598, 
p = .008). Through post-hoc tests we found signifcantly lower 
ratings for the Location category compared to almost all other cat-
egories, except for the Financial category (Advertising: p < .012; 
Cookies and Tracking Elements: p < .021; Social Media Data: 
p < .006; User With Account: p < .006). We investigated the 

websites on which the Location bubble was rated as misplaced and 
found that in some cases, the Location context was identifed by 
searching for the plain text location. However, the word location 
often appeared in the continuous text where it had nothing to do 
with the actual data collection. Figure 6a shows an example of a 
misplaced bubble. In comparison, Figure 6b shows an example for 
a correctly placed bubble. 

Match of text and category. Overall, the text classifcation worked 
well, as more than 82.6% of the ratings for all categories were either 
"agree" or even "strongly agree." The high values for the mean 
(4.42) and median (5) underline these results. This is also in line 
with the evaluation metrics of the text classifers, which mostly 
showed high values for precision, recall, and F1 (see Table 1). By 
performing a Kruskal–Wallis test, we found a signifcant efect 
between the conditions (H (5) = 18.868, p = .002). The post-hoc 
analysis revealed that the information type User With Account was 
signifcantly diferent from Advertising and Cookies and Tracking 
Elements (Advertising: p < .044; Cookies and Tracking Elements: 
p < .005). 

Visibility of bubbles. Altogether, the visibility of the bubbles re-
ceived high ratings, with 96.65% of all ratings being either "agree" 
or even "strongly agree", see Figure 5. These positive results are also 
underlined by the high values for the mean (4.82) and median (5). 
However, the Advertising bubbles were not visible in 4% of all cases. 
This is because Advertising bubbles were almost always placed on 
online advertisements, which are often dynamic, meaning they au-
tomatically change or reload multiple times while the user is on the 
websites. Since the bubbles get only drawn once when the page frst 
loads, it occasionally happened that the bubble got placed on an 
advertisement that later reloaded, and thus, the bubble disappeared. 
A Kruskal-Wallis test revealed no signifcant diferences between 
the conditions. 

Visibility of sidebars. Except for some rare occasions (40 out of 
1136 bubbles = 3.5%; mean = 4.82; median = 5), the sidebar was 
rated as perfectly visible, see Figure 5. By manually investigating 
the websites on which the sidebars were not visible, we found that 
these were covered by foating elements, such as cookie banners. 
Even though we assigned a very high CSS z-value to the sidebar to 



              

             

          

             

             
             
             
             

              
               

             

     
      

                   
                

 

(a) Misplaced Bubble for location 
(b) Correctly Placed Bubble for location 

Figure 6: (a) An example of a misplaced bubble for the information-type Location on https://hootsuite.com/. (b) An example of 
a correctly placed bubble for the information-type Location on https://timeanddate.com/. The location is concealed for blind 
review. 
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Table 2: Mean, Median, and SD for the four statements subdivided by category. 

Category & Placement Category & Text Visibility Bubble Visibility Sidebar 

Category Mean Mdn SD Mean Mdn SD Mean Mdn SD Mean Mdn SD 

Advertising 4.35 5 1.15 4.5 5 0.98 4.74 5 0.88 4.82 5 0.70 
Cookies 4.36 5 1.32 4.67 5 0.78 4.83 5 0.65 4.76 5 0.77 
Financial 4.08 5 1.50 4.39 5 1.10 4.93 5 0.38 4.89 5 0.46 
Location 3.43 4 1.55 4.37 5 1.13 4.93 5 0.25 4.83 5 0.75 
Social Media 4.44 5 1.09 4.5 5 0.83 4.85 5 0.56 4.89 5 0.55 
User With Account 4.37 5 1.12 4.32 5 1.04 4.84 5 0.53 4.79 5 0.70 

Average 4.33 5 1.19 4.42 5 0.99 4.82 5 0.62 4.82 5 0.68 

verify that it is positioned in front of all other elements, in some 
cases, the banners of the website had an even higher z-value so that 
they eventually covered our sidebar. Using a Kruskal-Wallis test, 
we found no signifcant diferences between the conditions. 

5.5  Error  and  Coverage  Analysis  
We conducted error and coverage analyses to understand the limita-

tions of our keyword-based matching approach, discover to which 
extent we currently cover the privacy policies’ information, and 
provide directions for future research. The error analysis and the 
second part of the coverage analysis were conducted by two ex-
perts in usable privacy who have extensive experience developing 
web applications. We note that the experts’ backgrounds difered 
in terms of seniority (i.e., one junior and one senior researcher), 
gender, and primary expertise (i.e., one researcher focuses on AI 
in usable privacy while the other studies user communication of 
privacy information. 

The experts systematically reviewed all bub-
bles that were rated as misplaced by our participants (i.e., all bubbles 
rated with less than 3 (=neutral)) by opening each website with a 
misplaced bubble and noting the reason. Thereby, they identifed 
three main causes. 

Semantic mismatches were the most common issue and accounted 
for 75.23% of all misplaced bubbles. It happened when our keyword-
based matching approach failed by mistakingly matching the wrong 
contexts. PrivacyInjector, for example, identifed cookie banners by 

searching for the keyword "cookie," which led to several mistakes 
on recipe websites. Similar mismatches, where the meaning of a 
word difered depending on the context, happened with HTML-ids, 
classes, and links. 

The second most common issue related to reloading elements with 
18.35%. Several providers use advertisements that reload multiple 
times while on the website. Whenever such an element disappeared, 
the bubble we placed on the advertisement disappeared with it. 

In 6.42% participants gave wrong judgments since sometimes, it 
was not immediately apparent that a bubble was correctly placed. 
For example, amazon.com has a link in the footer named "self 
publish with us" that links to the login for merchant accounts. We 
assume that participants did not view this as a login element and 
therefore judged the bubbles as misplaced. 

Even though our keyword-based matching approach was suc-
cessful in most cases, it also led to some misplacements, as described 
in this section. We envision further improving the keyword-based 
matching through experience and feedback from a larger user base 
to remedy the semantic mismatches. The issue with reloading ele-
ments can be fxed by introducing an update method. Altogether, 
this error analysis helped us improve our tool for Study II and 
longitudinal use as described in Section 5.6. 

We further analyzed to which extent Pri-
vacyInjector currently covers the privacy policies’ information 
and studied what part of the remaining policy segments could be 

https://hootsuite.com/
https://timeanddate.com/
https://amazon.com


                    

                   
                  

                       
                   

                
                        

                  
     

Figure 7: Our coverage analysis of policy segments is separated into an automated analysis and a subsequent expert review. 
The automated analysis revealed the percentage of segments for which our classifers predicted at least one data practice 
(Annotated) and of those the segments that did not belong to our 6 selected categories and thus are not shown so far (Other 
categories). Of those segments not shown so far, a subsequent expert coverage review revealed the percentage of segments that 
contained relevant information that should be displayed (Relevant). Of those segments with relevant information, the experts 
judged if they can or why they can not be displayed (Can be displayed, No UI element, No uniform UI element). Finally, of those 
segments that did not contain relevant information (Not relevant), the experts reported why the information is not relevant 
(Never predicted alone, generic information). 
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displayed using our approach on the US’ top 500 websites. As de-
picted in Figure 7, we used two analysis strategies, an automatized 
analysis and a subsequent expert review. The expert review was 
conducted by two researchers, as described in the section intro, and 
included several rounds of discussion. Here, two researchers judged 
whether a policy segment was privacy-relevant for the users. We 
note that this manual relevancy check was highly inclusive, mean-

ing segments were registered as relevant in this step if at least one 
researcher nominated a segment for further analysis. We consid-
ered that including false-positive segments in this inclusive process 
would cause fewer issues for future analyses and developments 
than excluding false negatives. Future researchers will make their 
own decisions based on our analysis and their own experiences 
that are likely to extend into other languages and contexts. 

First, within the automated analysis, we calculated the number 
of policy segments that were annotated by our classifers and found 
that only 15.5% of all policy segments were not annotated with data 
practices by our classifers. Next, we calculated the percentage of 
policy segments currently displayed by PrivacyInjector, i.e., that 
were annotated with one of our six selected categories. Thereby we 
found that these account for 42.3% of all policy segments. 

Next, within the expert review study, two researchers evaluated 
whether the remaining segments that were annotated but not dis-
played so far described privacy-relevant practices that should be 
displayed. Afterward, we checked if these segments could be dis-
played using our approach (i.e., matching them with a user-facing 
UI element). We found that 17% of all policy segments could poten-
tially be displayed using our system. In contrast, 9.2% did not have 
a suitable UI element on the website to display the information 

because they, for example, described security measures performed 
by the providers, such as educating their employees about privacy. 
Additionally, 1% did not have a uniform UI element that could be 
automatically detected to display the information. With uniform 
UI elements, we mean the element was represented across multiple 
websites similarly, such as, for example, advertisements or cookie 
banners. Elements for which we could not detect a suitable element 
were opt-in and opt-out choices for data collections since those 
are implemented diferently depending on the provider; for exam-

ple, some manage these choices by email, while others have, for 
example, a link in their privacy policy. 

Finally, we describe why the experts consider some of the seg-
ments currently not displayed by PrivacyInjector as not relevant. 
Here, 9.5% refer to generic practices (for example, annotated with 
unspecifed) and thus do not add value. Since we employ a multi-

label classifer, we also have 6% of policy segments that are never 
predicted alone. Those, for example, describe more precisely how 
data is collected or whether the collected data is anonymized. Since 
these segments are always predicted together with another data 
practice, they do not require a separate display option. 

We provide a list containing the category, the number of occur-
rences, the importance of information, and if and how they can be 
displayed in the supplementary material. 
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5.6  Post-Study  Interviews  and  Improvements  
for  Longitudinal  Use  

We conducted semi-structured post-study interviews with fve par-
ticipants to determine what we needed to improve about PrivacyIn-
jector for longitudinal use. We selected fve participants of diferent 
ages ranging from 22 to 65 and various professions to account for 
more diverse insights. Two participants were students of medicine 
and computer science, and two were working, one as a producer, the 
other as a property manager. Another participant was retired. We 
found that we had to include the option of disabling the extension 
for specifc websites or disabling the extension until updates were 
detected. Besides, participants stated that the number of bubbles 
was excessive on some websites. For example, Amazon placed mul-

tiple log-in and purchase elements on each subsite, and on each of 
these elements, bubbles were placed. So we reduced the number 
of bubbles to a maximum of three per category and site. Finally, 
we also improved the placement of the bubbles according to our 
fndings from the error analysis by, e.g., no longer identifying the 
words "location" and "cookie" in the continuous text and by taking 
care to match keywords only as whole words (e.g., to prevent errors 
like the word "skip" matched with the keyword "IP"). 

5.7  Summary  
Although the identifcation of the privacy policies worked well, 
we could not identify the privacy policy for 61 websites. In those 
cases, the privacy policy either had a diferent base-URL, was un-
conventionally presented, e.g., in form of a pop-up or interactive 
walkthrough, opened in a new tab, was not linked on the landing 
page, or the URL leading to the privacy policy did not contain any 
of the previously identifed keywords, see Table 3. One possible 
solution is integrating a text feld into the extension’s pop-up to 
rely on users to enter the links to missing privacy policies. 

We were worried that using low-level heuristics to identify the 
contexts might raise problems. However, as Figure 5 and Table 2 
show, the placement worked well with a mean rating well above 
4 out of 5 for all categories except Location. To improve the place-
ments in the future, we conducted an error analysis that revealed 
three main reasons for misplaced elements, with semantic mis-

matches accounting for most. Since most misplacements could 
be traced back to our keyword-based matching approach, using 
more sophisticated heuristics should be explored and can, once 
done, be easily incorporated into the system because of its previ-
ously mentioned modularity. Also, the statement of whether the 
contexts match the texts received high ratings, with 85.74% being 
either "agree" or "strongly agree." This is in line with the evaluation 
metrics of the text classifers, which also showed high values for 
precision, recall, and F1. Except for some rare occasions, the bubbles 
and sidebars appeared and were fully visible, where we planned 
them to be, leading us to conclude that we successfully evolved the 
concept of CPPs into a functional, automated browser extension 
through PrivacyInjector. 

Additionally, we conducted a coverage analysis to study the 
potential of PrivacyInjector . We found that, even though we only 
display six categories so far, we already cover 42.3% of the relevant 
information. In preparation for the second study, we performed 
post-study interviews and improved our extension based on the 
fndings of these interviews and the error analysis. 
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6  STUDY  II:  IN-THE-WILD  
After we improved the extension based on the fndings from Study 
I, we evaluated the extension’s acceptance and infuence on partici-
pants’ privacy awareness by employing a mixed-methods approach. 
Eleven participants installed the extension for ten days on their 
computers and kept on using them as usual. They participated in 
pre-and post-study interviews and flled out questionnaires. 

In the pre-study interview, we assessed how participants in-
formed themselves about privacy regulations, how they usually 
dealt with privacy policies, and asked about their online privacy 
concerns. In the fnal interview, we asked about their experience 
using the extension, especially what surprised them and what they 
liked and disliked about the tool. Further, we assessed the par-
ticipants’ privacy awareness using the 7-point Likert scale item 
proposed by Schaub et al. [42], and the tool’s functionality and 
reliability scales described by McKnight et al. [26]. We also tracked 
whenever participants disabled the extension or only enabled it for 
updates. The study lasted ten days, during which we instructed the 
participants to keep using their computers as usual. 

6.1  Participants  
We recruited the participants via mailing lists of our institution 
and by word of mouth. Eleven participants took part in the study 
(8 female, 3 male). Their ages ranged from 18 to 50 (M = 28.27, 
SD = 8.83). Eight had a bachelor’s degree, two had a master’s de-
gree, and one did not have a college degree. Eight of the participants 
were students, and three worked respectively as project manager, 
computing services specialist, and producer. A detailed overview 
of the participants is provided in Table 4. We note that our sam-

ple consisted mainly of well-educated, tech-savvy individuals and 
students. However, Sotirakopoulos et al. [44] showed that a more 
representative sample did not lead to signifcantly diferent results 
in the feld of usable privacy and thus rejected concerns about 
student samples leading to less generalizable results. The active 
time required for the interviews and surveys ranged from 60 to 90 
minutes. Besides that, participants kept on using their computers 
as usual. We compensated the participants with 17$. 

6.2  Procedure  
We frst jointly installed the extension on the participants’ comput-

ers and answered any questions. We then conducted the pre-study 
interview, and the participants flled out a questionnaire to assess 
their privacy awareness and to record demographic information. 
Afterward, the participants used their computers as usual for ten 
days. After fve days, we sent another questionnaire to the partici-
pants to assess the tool’s reliability and functionality. At the end of 
the study, the participants answered another questionnaire assess-
ing the tool’s reliability and functionality and privacy awareness 
again. We wanted to see whether the perception about the tool’s 
reliability and functionality changed over time and whether the 
tool’s usage infuenced participants’ privacy awareness. We also did 
a post-study interview to gain further insights into the tool’s use-
fulness. We asked if participants experienced any surprises, what 
they liked and disliked about the extension, and inquired about 
necessary improvements. 
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6.3  Qualitative  Results  
We conducted one pre- and one post-study interview with each of 
the 11 participants. We fully transcribed those recordings ourselves 
to familiarize us even further with the data. Additionally, we studied 
transcribed recordings before starting the coding process. We used 
Thematic Analysis for the data analysis [4] and Atlas.ti as analy-
sis software. Initially, two authors independently performed open 
coding of two interview transcriptions. The two authors discussed 
their codes, merged, and cleaned them, and created corresponding 
code groups. This code tree guided the analysis of the remaining 
interviews. In total, we created 72 codes and seven code groups. 
We further discussed code assignments and code group titles and 
fnally discussed themes based on the set of code groups. The full 
Atlas.ti code group report is available as supplementary material. 

This process resulted in the following three themes: Awareness, 
Presentation, and Interaction. The theme Awareness relates 
to factors infuencing users’ perception of privacy relevance. In this 
context, participants also described actions taken to protect their 
privacy. This theme also covers indications of how privacy aware-
ness was impacted by PrivacyInjector. Presentation covers a wide 
range of suggestions and comments regarding the presentation of 
policy snippets and interpretations that impacted users’ Interac-
tion experience. In this theme, we report on concrete experience 
around regular tool usage, the tool’s perceived usefulness, and the 
role of serendipitous discovery. 

Most of our participants stated, before using Pri-
vacyInjector, that they were concerned, to varying degrees, about 
their online privacy. Informants who reported concrete concerns 
were mostly relating to social media privacy concerns, to the risk of 
identity theft, and to heightened awareness in professional contexts. 
Additional service-related factors impacting their awareness and 
concern included trust in the service provider, the service frequency 
of use, and the website type (e.g. fnancial vs. entertainment). Those 
who reported on concrete privacy actions referred to rejection of 
cookie policies, refusal to store sensitive data (e.g. credit card infor-
mation), and not using social media. Yet, participants also stated that 
barriers related to engagement with privacy policies and privacy-
preserving actions kept them from making informed decisions at 
the moment. They cited lengthy and complicated policies, lack of 
time and/or interest, and lack of choice/alternatives as key barriers. 

Our post-study interviews showed that privacy awareness changed 
for several of the participants. For example, P2 and P7 explicitly 
referred to the benefts of constant recall. P7 provided a concrete 
example: “what was cool is that it resurfaced stuf that I already 
knew, but it was a nice reminder that this is indeed what they are 
collecting. Yeah, I had forgotten about that. That Google also uses 
my stuf for Google Play Store and shopping.” Several informants 
further reported that the tool impacted their awareness regarding 
hidden ads that were disguised as information. And P5 reported on 
an experience related to a website that wanted to share location 
data with third parties, stating that this information presented by 
PrivacyInjector led to the decision to leave the website immediately. 
The consensus of our participants was that the extension increased 
awareness and helped to make informed decisions. Yet, they also 
described challenges, requirements, and opportunities, as outlined 
in the following themes. 

Maximiliane Windl, Niels Henze, Albrecht Schmidt, and Sebastian S. Feger 

The participants extensively commented on 
the presentation of policy snippets. While they generally stressed 
the value of presenting only those parts of a privacy policy relevant 
to the current context of use, several participants asked for even 
more concise information. Some examples: 

I would click on it and read through the headlines. [...] And 
then it was a bit too much, and I was like, ok, that’s enough, I 
want to now actually use the website and not read through all 
of that. – P10 

If you could further flter the texts. Within this already shorter 
version, if you could make an iconic representation of things 
that need to be fagged. It is not in my interest to know every-
thing, but if you could flter certain keywords that are trigger 
points and you could focus on them. – P7 

Topics around visualization have come up repeatedly and were con-
nected to the call for more interpretations. For example, P3 stated 
that a "summary would also be really nice. Like this is dangerous. 
Look out for that. And the other thing is the icons could be colored 
like green, yellow and red... or some other color scheme". Interestingly, 
this idea of a color scheme was echoed by several other informants 
describing a trafc light interpretation. Further, some participants 
stressed that concrete updates needed to be better visible. P3 pro-
vides an account of this, emphasizing that it would be more useful 
"if it highlighted that thing because it’s the same when they send you 
an email that their policy changed and send you the whole 10000-word 
text. Like I don’t know what the diference is and what it means. It 
would be useful if it showed what exactly changed and what that 
means." 

Finally, we perceived a call for more customization by some 
participants. Here, P6 referred to the number of bubbles displayed 
on some pages as overwhelming. In this context, P3 added that it 
"would be interesting if you could hide certain icons. For example, 
if there are certain ones where I think yeah, I would expect them to 
be here, while there are other ones where I want to be reminded that 
when I do this when I click here, they are collecting this data." This is 
an interesting call for customization that goes beyond our current 
website-based confguration mechanisms and impacts interaction 
experience, as the following theme shows. 

The informants provided rich accounts of their 
experience interacting with PrivacyInjector regularly over ten days. 
Foremost, they described how this interaction impacted their aware-
ness and ability to make informed decisions, as refected in the 
previous theme Awareness. 

Given this positive impact, P7 expressed disappointment that the 
tool was not yet running on mobile device browsers. Participants 
further reported on reasons for pausing the extension on some 
websites. Those reasons included recall, especially on frequently 
used pages, and websites on which the tool did not work. However, 
only one informant (P3) reported experiencing functional issues. 
However, P3, P5, and P9 reported occasionally moving an icon 
bubble because it was inconveniently positioned over a button or 
content. 

Study participants highlighted several areas where they fnd 
PrivacyInjector most useful. These were: at registration/login to 
learn about account practices, when information was surprising, 

https://Atlas.ti
https://Atlas.ti
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and on frequently used sites as users expect to leave most data 
there. Further, we documented a link between a perceived increase 
in usefulness as users spent more time with the tool. 

This is closely related to the notion of serendipity in the in-
teraction with PrivacyInjector’s information. The serendipitous 
discovery was related to surprising information. For example, P1 
described being surprised about YouTube requesting location data. 
Other participants were surprised to see that certain website ele-
ments were actually hidden ads. In particular, P4 and P8 reported 
clicking on bubbles out of curiosity to see what the service provider 
tracked. P4 reported on an insight perceived as shocking: 

For Duolingo, they save everything you ever say into the mi-

crophone, and I didn’t expect it. So it was shocking to read 
everything about that. – P4 

Finally, participants demonstrated how serendipitous discovery 
ultimately turned into efective interpretation, e.g.: 

Like in the beginning, I would be more curious. I would be 
like: Oh, what does this little button do? What is this symbol? 
What is this symbol? And then, as I’ve gotten used to it, I could 
actually fgure out what I was interested in. So, initially, I was 
just clicking around randomly, like what is this data, what is 
this data. And later, it was like, oh, I know what that symbol 
does, but why is that here on the webpage and so on. So I think 
it got actually more useful the more I used it because I could 
actually pinpoint the parts where I was most interested – P3. 

6.4  Quantitative  Results  
We conducted an exploratory quantitative analysis to investigate 
whether the tool’s usage infuenced participants’ privacy concern 
(pre-and post-study) and their assessment of the tool’s functionality 
and reliability (middle and post-study). The participants answered 
all items on a 7-point Likert scale. We acknowledge the limited inter-
pretability of this analysis due to the small sample size. Therefore, 
the results merely serve to complement our qualitative fndings. 

Privacy Concern. We used a Wilcoxon signed-rank test to ex-
plore changes in privacy concerns since the data was not normally 
distributed. After the tools’ usage, the privacy concern is slightly 
greater (M = 5.27, SD = 1.42) than before (M = 4.9, SD = 1.3). 
However, this diference was not signifcant. We investigated the 
privacy concern by participant and found changes in both directions. 
For three participants, the tool’s usage made them more privacy 
concerned, while for one participant, it became less. Our qualitative 
fndings help to reason about this. While some participants were 
surprised by the number of information websites collect and store 
about them, others reported a positive efect as they expected even 
more personal information to be collected. 

Functionality and Reliability. Participants flled out a ques-
tionnaire assessing the tool’s functionality and reliability once after 
fve days and a second time at the end of the study, after ten days, see 
Figure 8. Since the tool’s functionality data were not normally dis-
tributed, we used a Wilcoxon signed-rank test to test for signifcant 
changes in the functionality assessments. Even though this test did 
not reveal signifcant diferences, we still see that participants rated 
the tool’s functionality higher post-study (M = 5.67, SD = 0.1) 
than after fve days (M = 5.18, SD = 0.16). We used a t-test for 
tool reliability since the data was normally distributed. Though not 
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signifcant,  we  found  that  the  reliability  assessments  were  higher  
after  (M  =  5.36,  SD  =  0.27)  than  during  (M  =  4.73,  SD  =  0.5)  the  
study.  Our  qualitative  data  undermine  these  fndings.  Several  par-
ticipants  stated  that  they  learned  to  interact  with  the  tool  over  time  
since  they  already  knew  which  bubbles  would  appear  and  what  
kind  of  information  they  would  typically  show.  Thus,  they  could  
use  this  knowledge  to  interact  with  the  tool  efectively  and,  for  ex-
ample,  only  interact  with  those  bubbles  they  were  most  interested  
in.  This  made  the  tool  more  reliable  and  functional  over  time.  Due  
to  the  higher  functionality  ratings  after  the  study,  we  also  conclude  
that  the  tool  did  not  disturb  the  browsing  experience  and  annoyed  
the  users  but  provided  useful  information  beyond  the  frst  curious  
exploration  phase.  

7  DISCUSSION  
We reported on two empirical studies investigating functionality 
and user experience of PrivacyInjector, the frst production CPP 
tool. In the following, we discuss our fndings through the lenses of 
our two research questions (RQs) and provide design implications 
in the context of RQ2. 

RQ1: How efective is PrivacyInjector at identifying and dis-
playing contextual privacy policies? 
We conducted a technical validation study across the US’s most 
visited websites with 59 participants to answer this research ques-
tion. Overall, the study yielded promising results. PrivacyInjector 
successfully identifed the privacy policies on most websites, and 
the participants gave high ratings for the tool’s functionality. Even 
though the choice to use relatively low-level heuristics to identify 
the contexts might raise skepticism at frst, the placement worked 
well with a mean above 4 out of 5 for all categories except Location. 
Yet, we still wanted to identify the reasons for misplaced CPP ele-
ments to improve the extension for the second study and provide 
directions for future research. Thus, we conducted an error anal-
ysis and found three main reasons, with semantic mismatches of 
keywords being the most common one. Based on these results, we 
argue that using more sophisticated heuristics should be explored 
and can, once done, be easily incorporated into the system because 
of the previously mentioned modularity. Additionally, we note that 
it is a limitation that each website was only assessed by one partici-
pant and hence can be prone to errors if a participant simply got 
the assessment wrong. We decided to do this to be able to cover a 
larger pool of websites. 

To study the potential of PrivacyInjector, we also determined to 
which extent our tool currently covers the privacy policies’ informa-

tion and to which extent it could potentially cover the remaining 
information. Thus, we conducted a coverage analysis which re-
vealed that our six selected categories already cover 42.3% of all 
policy segments. Furthermore, our inclusive manual expert review 
showed that an additional 17% of all policy segments could be inte-
grated in PrivacyInjector as they can be matched with UI elements. 
To this end, we released all analysis details in the supplementary 
materials to enable future research to independently investigate 
what additional categories they want to make use of. Finally, we 
note that around 10.2% of the segments that were classifed as rel-
evant could not be assigned to a UI element. A potential solution 



                    

                 
 

Figure 8: Tool Functionality and Reliability grouped by condition (middle and post). Error bars show mean confdence inter-
vals. 
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would be integrating links into the sidebars to provide supplemen-

tary information. For example, when displaying information related 
to data collection and storage, there could be a link entitled "Linked 
secondary policy information." 

Since our analysis of non-compatible websites (Table 3) showed 
that unconventional interaction patterns, cryptic policy URLs, forced 
user interaction, and missing policy links, represent barriers for 
any systematic efort to analyze and communicate policy segments 
contextually, we encourage service providers to foster machine 
accessibility of their privacy policies. This call for immediate ac-
tions to improve machine accessibility is connected to our vision 
of future service providers creating pre-annotated policy fles that 
they can send along their website resources and original policies. 
Such a scenario could be enabled by future privacy supportive tools 
like PrivacyInjector that ofer public service interfaces. This would 
further contribute to user privacy, as user interaction with a website 
would not trigger calls to third party privacy tools anymore. 

RQ2: How do users interact with PrivacyInjector on a regu-
lar basis? 
Based on the encouraging results of Study I and the subsequent im-

provements made to PrivacyInjector, we recruited 11 participants 
to use the extension on a regular basis for ten days. To provide 
users with control, we implemented additional mechanisms for 
deactivating the tool on individual websites, either entirely or until 
updates were detected. These mechanisms were rarely used: six 
participants deactivated a total of 13 websites. Nevertheless, our 
interviews showed that the option of deactivating the CPP tool on 
specifc websites, characterized by high usage frequency, a large 
number of privacy info bubbles, or low perceived risk of sharing 
sensitive data, was crucial for individual testers. These fndings 
suggest that providing control on the level of individual web-
sites is necessary to ensure a good user experience across a large 
population and long-term usage. This is part of a bigger call to 
design for granularity which extends into the personalization 
of CPP tools. In particular, study participants expressed that they 
wanted to manage notifcations based on website type and type of 
privacy information. 

Our pre-study interviews revealed that most participants were 
generally aware of privacy risks, and many employed personal 
strategies to cope with these risks. These included leaving social 
media platforms, blocking services from storing their credit card 
details, and assessing individual page risks by their frequency of use 
and the sensitivity of data stored. Given this established awareness 
around online privacy, PrivacyInjector did not signifcantly impact 

privacy concerns. Instead, our qualitative analysis showed that 
PrivacyInjector empowered participants to review rules and make 
informed decisions. The participants emphasized that the tool both 
served as a reminder for already known privacy threats and further 
provided new insights, for example, by revealing advertisements 
that were disguised as information. Given those fndings, we see 
an opportunity to provide users with tools needed to translate 
established privacy concerns into informed behavior change. 

The study participants reported several issues, including page 
elements covered by info bubbles and excessive numbers of bubbles 
displayed on individual websites. Regarding the excessive num-

ber of bubbles on some websites, participants felt that the bubbles 
were unintrusive enough to not lead to information fatigue since 
they could selectively decide when they wanted more information. 
The participants showed agreement towards the functionality and 
reliability of PrivacyInjector. This assessment was not negatively 
impacted as tool usage continued. Instead, sampling experiences 
between days fve and ten showed a positive trend towards users’ 
perceptions of functionality and reliability. Part of this can likely be 
explained by the observed transition from an exploratory phase to 
more efective and conscious tool usage. Further, we argue that Pri-
vacyInjector’s perceived value outweighed encountered issues, as it 
created awareness for specifc actions, acted as a recall mechanism, 
and helped identify and separate hidden ads from content. 

Our informants discussed several suggestions for tool improve-

ment that were connected to the presentation of CPP information. 
One of these related directly to PrivacyInjector’s key strength: con-
cisely communicating privacy information. While the participants 
acknowledged this as a strength, several asked for even more con-
densed and precise information that can be reviewed with minimal 
efort. Highlighting keywords and introducing iconic representa-
tions could, together with more advanced (natural language) anal-
ysis of policy segments, provide strategies to tackle the need for 
an even more concise presentation of policy segments. 

In this context, policy analysis might allow to provide users 
with further interpretation of displayed policy segments. This 
call for interpretation was echoed by several participants, suggest-
ing that the system could automatically detect dangerous data 
practices and highlight them accordingly. They further wished for 
the system to interpret the impact of policy updates. As our 
fndings showed, this call for interpretations requires tool develop-
ers to further design and explore diferent types of privacy 
information visualizations. Several of our study participants re-
ferred to trafc lights as possible metaphors for visualization of 



              

            
         

           
          

           
           

         
         

           
      

          
         

        
         

         
          

          
         

   

            
         
          

              
         

          
          

       
   

         
         

           
          

           
        

         
          

          
       

         
             

        
         

          
          
    

         
         
          

           
          

            
        

         

 
 

          
          
          

        
           

          
           

          
          
         

        
           

         
         

        
          

          
           

    

           
         

          

Automating Contextual Privacy Policies 

interpretations. In this context, we have to note that Oser et al. 
[35] found that users preferred binary indicators over traditional 
three-state trafc lights in their study on smart device security and 
privacy risk communication. Yet, we argue that smart device users 
might have fewer options to act immediately on security and risk 
warnings, i.e., keep the device connected or remove it from the 
network. Instead, online service users might switch to diferent 
services, delete particular data, or abandon websites at no fnan-
cial cost. These considerations should be taken into account in the 
future design of CPP info representations. 

As part of the fnal interview, participants discussed how they 
explored privacy bubbles out of curiosity and surprise. They de-
scribed several accounts of translating learned experiences into 
their understanding of online privacy. As service developers, we 
can motivate this exploration by linking additional resources that 
further explain data practices. This might confict with users’ desire 
to design even more concise policy representations. Thus, we argue 
that future CPP tool developments should investigate design for 
unintrusive serendipitous discovery. 

7.1  Limitations  and  Future  Work  
We see a strong opportunity for future CPP tools to transform how 
online service users interact with privacy policy information and 
expect future systems to enable users to make more informed deci-
sions. To support this, we release the code for the creation of our text 
classifers and word-embeddings, as well as our extension’s source 
code through our GitHub repositories10. In this context, we suggest 
researchers and developers to study and explore our fndings and 
design implications, particularly regarding the presentation and 
interpretation of CPPs. 

To support future developments and research, we outline the 
limitations of PrivacyInjector and our study. Through our error anal-
ysis, we found cases for which our approach to identifying contexts 
failed. We hope that this understanding will help future researchers 
and tool developers to create even more robust applications and that 
service providers improve machine accessibility. Further, we note 
that our extension currently only identifes and analyzes privacy 
policies written in English. This does not mean that PrivacyInjector 
is limited to websites displayed in English. Instead, the extension 
identifes English privacy policies from multi-language websites 
and displays the original English policy segments into the con-
text of any language version of that site. This allows the use of 
many websites and services used worldwide (e.g., Google, Face-
book, Gmail, YouTube, Apple, Amazon). There is an opportunity 
for future systems to integrate additional languages and to study 
how efective translations of English policy snippets are across a 
wide set of languages. 

Finally, we argue that future CPP tools incorporating our fnd-
ings and design implications should be systematically tested with 
users long-term. Our Study II investigated the user experience of 
participants over ten days. Limiting the duration of this study was 
necessary to sample and analyze experiences with an entirely new 
type of tool. Running this study over a more extended period would 
have risked exposing users to undesired interaction experiences 
that could have alienated them from reviewing policy information. 
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Thus,  we  see  this  research  as  a  necessary  intermediate  step  towards  
long-term  investigations.  

8  CONCLUSION  
We successfully evolved CPPs from a concept showcase to a pro-
duction AI tool. We detail the development of PrivacyInjector and 
provide the source code to enable further development and research. 
By conducting two studies, we frst evaluated PrivacyInjector’s tech-
nical functionality with 59 participants on 354 of the US’s most 
visited websites, improved the extension based on the fndings, and 
conducted a second, ten-day in the wild study to investigate how 
users efectively interact with the tool. We fnd that PrivacyInjector 
is capable of showing CPP information on most websites. Further, 
we discovered that PrivacyInjector eases the process of reviewing 
privacy information and empowers users to make informed de-
cisions. While we did not fnd a signifcant infuence on privacy 
concerns, the tool helped users translate their existing privacy con-
cerns into concrete behavior change. The interviews also revealed 
various aspects that can beneft from further development. Sug-
gestions included reducing the number of bubbles and lengths of 
texts or interpreting and visualizing the severity of privacy threats. 
We outline these insights as design implications that we hope will 
guide future systems design. 
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A  APPENDIX  
The  statements  we  asked  about  in  Study  I,  rated  on  a  5-point  Likert  
scale  ranging  from  1  (=strongly  disagree)  to  5  (=strongly  agree):  
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•  S1:  "The  bubble  is  completely  visible  (you  see  a  bubble  high-
lighted  in  green  and  no  parts  of  it  are  covered  by  elements  
of  the  website)."  

•  S2:  "The  text  of  the  sidebar  is  completely  readable  (no  text  is  
covered  by  elements  of  the  website)."  

•  S3:  "The  sidebar’s  category  (heading/icon)  matches  with  the  
placement  of  the  bubble  (the  element  highlighted  in  red),  e.g.  
the  bubble  containing  information  about  advertisements  is  
placed  on  advertisements."  

•  S4:  "The  bullet  points  match  the  category/heading/icon,  e.g.  
the  bullet  points  contain  information  about  advertisements  
when  the  heading  is  Advertising."  

https://www.usenix.org/conference/usenixsecurity14/technical-sessions/presentation/zimmeck
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https://content.sciendo.com/view/journals/popets/2019/3/article-p66.xml
https://content.sciendo.com/view/journals/popets/2019/3/article-p66.xml


                    

                     
               

     

             
        
 

       
   

      

      
    
     
 

 

    
    

    
     

     
    

 

    
   
    

    
    

    

           
  

    
    

    
  

      
    

          
    

     
  

        
   

  
   
     

  
     

       
     

   

Reason Num URLs Possible Solution 

Unconventional layout 7 ancestry.com, feedly.com, disneyplus.com, adobe.com, 
mozilla.org, typeform.com, studentaid.gov 

Active interaction required to 6 bestbuy.com, ofce365.com, quora.com, norton.com, istock- Requires real user interaction 
get to start page/English ver- photo.com, spotify.com, delta.com, fdelity.com 
sion 
Privacy Policy not in English 1 soundcloud.com Works for users locatedin 

English speaking countries 
Ofering option to manually 
enter the policies’ URLs 

Diferent base URL of privacy 27 blogspot.com, match.com, mapquest.com, gotowebinar.com, gi- Ofering option to manually 
policy (e.g., blogspot’s privacy phy.com, steamcommunity.com, nextdoor.com, patreon.com, enter the policies’ URLs 
policy leads to google’s privacy shareasale.com, pinimg.com, ikea.com, doordash.com, wikime-

policy) dia.org, syf.com, instagram.com, steampowered.com, att.net, 
service-now.com, trello.com, wsj.com, citi.com, thesaurus.com, 
citibankonline.com, alibaba.com, ksl.com, surveymonkey.com, 
access.wa.gov 

Privacy policy opens in new tab 5 robinhood.com, accuweather.com, onlyfans.com, lowes.com, Ofering option to manually 
behance.net, spectrum.net enter the policies’ URLs 

Unusual keyword in privacy 1 worldometers.info Ofering option to manually 
policy link enter the policies’ URLs 
Cryptic privacy policy URL 2 npr.org, staples.com Ofering option tomanually 

enter the policies’ URLs 
Privacy policy not linked on 5 pinterest.com, nih.gov, archive.org, imgur.com, unsplash.com Users followingadditional 
start page navigation paths could 

trigger automatic identif-

cation. Otherwise: Ofering 
option to manually enter the 
policies’ URL 

Unknown (works now (Nov ’21) 7 grubhub.com, sba.gov, biblegateway.com, chewy.com, wiki- -

but did not at time of scraping) how.com, ballotpedia.org, apartments.com 
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Table 3: Reasons for which PrivacyInjector failed to automatically detect the privacy policies of 61 of the US’ top 500 websites, 
the count, and the URLs afected, as well as possible solutions (analysis conducted November ’21). 

Table 4: The ID, age, gender, education, and occupation of the participants of Study II. 

ID Age Gender Education Occupation 

1 50 Male Apprenticeship Producer 
2 18 Female Bachelor’s Degree Student 
3 23 Female Bachelor’s Degree Graduate Student 
4 24 Female Bachelor’s Degree Student 
5 23 Female Bachelor’s Degree Student Art Education, Art Director 
6 28 Female Bachelor’s Degree Student 
7 32 Male Master’s Degree Project Manager 
8 28 Female Bachelor’s Degree Student 
9 25 Male Bachelor’s Degree Student Environmental Technology 
10 23 Female Bachelor’s Degree Student and Working Student in Product Management 
11 37 Female Master’s Degree Computing Services Specialist 

https://access.wa.gov
https://surveymonkey.com
https://alibaba.com
https://citibankonline.com
https://thesaurus.com
https://citi.com
https://trello.com
https://service-now.com
https://steampowered.com
https://instagram.com
https://doordash.com
https://ikea.com
https://pinimg.com
https://shareasale.com
https://patreon.com
https://nextdoor.com
https://steamcommunity.com
https://gotowebinar.com
https://mapquest.com
https://match.com
https://blogspot.com
https://soundcloud.com
https://studentaid.gov
https://typeform.com
https://mozilla.org
https://adobe.com
https://disneyplus.com
https://feedly.com
https://ancestry.com
https://fidelity.com
https://delta.com
https://spotify.com
https://ver-photo.com
https://norton.com
https://quora.com
https://office365.com
https://bestbuy.com
https://apartments.com
https://ballotpedia.org
https://chewy.com
https://biblegateway.com
https://grubhub.com
https://unsplash.com
https://imgur.com
https://archive.org
https://pinterest.com
https://staples.com
https://spectrum.net
https://behance.net
https://lowes.com
https://onlyfans.com
https://accuweather.com
https://robinhood.com
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