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Figure 1: The final interactive smart device privacy label, based on an iterative design process with in-depth feedback from
expert interviews. The boxes mark the label’s key components: (1) the control component that enables users to change the
connectivity mode (top) and the state of individual sensors (bottom); (2) the privacy index that reflects the privacy exposure
based on the configuration from (1); and (3) a feature overview that dynamically reflects the available feature set based on the
configuration (1).

ABSTRACT
Labels inform smart home users about the privacy of devices before

purchase and during use. Yet, current privacy labels fail to fully

reflect the impact of advanced device configuration options like

sensor state control. Based on the successful implementation of

related privacy and security labels, we designed extended static and
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interactive labels that reflect sensor states and device connectivity.

We first did expert interviews (𝑁 = 10) that informed the final label

design. Second, we ran an online survey (𝑁 = 160) to assess the

interpretation and usability of the novel interactive privacy label.

Lastly, we conducted a second survey (𝑁 = 120) to investigate how

well our interactive labels educate users about sensor configuration.

We found that most participants successfully used the interactive

label and retrieved sensor informationmore efficiently and correctly.

We discuss our findings in the context of a potential shift in label

use toward control and use-case-based interaction.
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1 INTRODUCTION
Smart home devices are typically equipped with numerous sensors

like microphones and cameras that constantly record and process

data from within users’ homes. This provides smart home inhab-

itants with entertainment and automates tedious tasks. Yet, the

increasing number and quality of smart device sensors pose privacy

risks as the data can be abused to infer sensitive information, re-

veal identities, or track user behavior [3, 33, 35]. In response, static

printed and digital Internet of Things (IoT) privacy and security

labels were developed to inform users about their devices before

purchase and during device use [13, 14]. These labels were not

only very well-received within the academic community but even

impacted political programs and standardization initiatives at the

highest level: The U.S. announced a cybersecurity labeling program

for smart devices
1
.

The current labels thoroughly inform users about the device

sensors and provide an overview of device security mechanisms. In

particular, they provide a sense of sensor recording frequency, data

storage, and sharing practices, if applicable, and in case such infor-

mation is available [13]. However, they do not directly reflect de-

vice configuration options and their impact on privacy assessments

and device features. This stands in contrast to growing research

initiatives around the control and communication of individual

device sensor states [10, 12, 41]. Such control options include off-

the-shelves mechanisms like buttons that deactivate microphones

in smart speakers or physical camera shutters. In particular, tangible

sensor control and communication mechanisms have been linked

to the inclusiveness of smart device privacy [46]. Following this

call for inclusive privacy, we aim to understand how device sensor

configuration options can be reflected in privacy labels. Through

our research, we extend and adapt current labels [13, 14] by adding

information around the user configurability of sensor states, con-

trasting the privacy risks of different sensor types, and surfacing

the impact of sensor state configurations on device features.

We further considered device connectivity modes in line with

our goal to reflect increasingly advanced configuration options in

privacy labels. Most modern smart devices only function when con-

nected to the internet, raising many privacy concerns and resulting

in users temporarily removing them from the network or power out-

let [21]. In an effort to provide an alternative to this drastic method,

recent work envisioned maintaining smart home device features

across four connectivity modes: online, local network, access point,

and offline [15]. Our label design incorporated connectivity as a

configuration option along these research threads.

1
https://www.whitehouse.gov/briefing-room/statements-releases/2023/07/18/biden-

harris-administration-announces-cybersecurity-labeling-program-for-smart-

devices-to-protect-american-consumers/

As a result, we carefully designed smart home privacy labels that

reflect these device configuration options based on the extensive

empirical research on IoT privacy and security labels [13, 14]. We

created one static, printable label and one digital label that can be

accessed through a QR code. In contrast to the current label, our

digital label is interactive to fully reflect device and sensor config-

urability. We first evaluated these labels with 10 participants in an

expert interview study before refining them based on our findings.

Afterward, we conducted an online survey with 160 participants to

assess the interpretability and usability of the refined label among

a large and diverse user group. Finally, we conducted a second

applicability online survey with 120 participants to investigate how

well the interactive labels educate users about sensor configura-

tion. Through these studies, our work addresses the following three

research questions:

RQ1 How can we reflect advanced smart device configuration options
in privacy labels?

RQ2 What role does interactivity play in the design of advanced
privacy labels?

RQ3 How well does an interactive privacy label educate users about
sensor configuration?

Our findings show that the digital and interactive label is more

suitable for mapping advanced device configuration options than

the printed static privacy label. We discuss this shift through the

lenses of accessibility and usability challenges. Our expert partici-

pants further discussed a potential shift in primary label use and

new smart home integration options due to the label interactivity.
Further, we find that the interactive label was immediately config-

ured correctly by most participants in our survey study and that

many participants selected more privacy-preserving settings than

required by the tasks. Finally, our third study showed that partici-

pants considered the information provided by the interactive label

important and that it helped them find sensor information more

efficiently and accurately.

Our work makes the following contributions: (1) We report on

the design and implementation of static and interactive smart de-

vice privacy labels that map advanced device configuration options

around sensor and connectivity control; (2) We present findings

from the label evaluation with ten experts and report on the sub-

sequent design adaptation of the interactive label; (3) We report

findings from a survey evaluation of the interactive label with 160

participants that surfaced valuable insight regarding feature and

privacy trade-off and interactive label usability; (4) we present find-

ings from a second survey with 120 participants that showed that

the interactive labels support users in finding sensor information

more efficiently and accurately, and (5) we discuss the sum of our

findings through the lenses of a potential shift in primary label

use due to label interactivity, as well as resulting opportunities and

challenges related to label accessibility and integration.

2 RELATEDWORK
In this section, we discuss growing privacy concerns in smart homes

and detail the current state of privacy labels before reflecting on

the value of incorporating additional smart home privacy control

mechanisms.

https://doi.org/10.1145/3643834.3661527
https://www.whitehouse.gov/briefing-room/statements-releases/2023/07/18/biden-harris-administration-announces-cybersecurity-labeling-program-for-smart-devices-to-protect-american-consumers/
https://www.whitehouse.gov/briefing-room/statements-releases/2023/07/18/biden-harris-administration-announces-cybersecurity-labeling-program-for-smart-devices-to-protect-american-consumers/
https://www.whitehouse.gov/briefing-room/statements-releases/2023/07/18/biden-harris-administration-announces-cybersecurity-labeling-program-for-smart-devices-to-protect-american-consumers/
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2.1 Smart Home Privacy Concerns
Privacy in smart homes is subject to exceptional societal and le-

gal expectations, as devices are getting placed in the most intimate

spaces, such as bathrooms and bedrooms, putting users in situations

where they require absolute privacy [4, 26, 48]. Preserving users’

privacy is especially important as research already showed how the

data collected in homes can be exploited to, among others, reveal

identities [35], retrace user behavior [3], identify the number of peo-

ple in a household, or their sleeping routines and eating habits [33].

While users are often unaware of the exact dangers and vulnerabil-

ities posed by smart devices [18, 30, 31], they can formulate con-

crete concerns when explicitly asked [45]. Such concerns include

smart speakers that are always listening [26], targeted advertising,

data getting shared with third parties [26], devices transmitting

additional data without explicit consent or security loopholes [25].

Using a smart shower head, researchers found that participants did

not perceive data as sensitive per se but that it became sensitive

through conversations in which the partner became aware of show-

ering habits [24]. Worthy et al. [47] echoed this by stating that data

becomes more sensitive when shared with familiar people as they

can interpret it more easily. In addition, prior research discussed

how smart devices are exploited in abusive partnerships to spy on

partners [27]. Hence, whether or not people perceive data misuse

as concerning depends on social relationships and situational sense-

making. Regarding different sensor types, users are most concerned

about cameras and microphones [9, 34, 45], and mostly do not con-

sider temperature or motion sensors as threatening [44]; some users

even doubt that smart devices without cameras or microphones

raise any concerns [8, 11, 48].

2.2 IoT Privacy Labels
Emami-Naeini et al. [14] interviewed 24 IoT device users about

their smart home device purchase behaviors and privacy concerns.

The authors were particularly interested in mapping the value that

smart device owners assign to privacy and security during device

purchase. They further designed a privacy and security prototype

label based on common food nutrition labels. This label prototype

for one hypothetical device is shown in Figure 2a. As part of their

study, the authors asked the participants to review the label for one

of three such devices and think aloud. While users perceived the

labels as generally helpful in informing their purchase decisions,

some participants requested additional information and definitions.

In this context, the authors noted that while “adding all of this in-
formation to a static label would likely reduce its usability, additional
information can be included in an interactive online label, where
consumers can hover over or click on each factor to obtain additional
information.” Such an online label could be retrievable through a

QR code included in the static label and printed on the product

package. Our work builds upon this notion of label interactivity,
expanding from additional explanatory information toward actual

label configuration.

In their follow-up work, Emami-Naeini et al. [13] first conducted

an expert elicitation study that followed a three-round Delphi pro-

cess to identify those factors and dimensions most important for

consumers to compare privacy and security implications of IoT

devices. Based on their findings with 22 privacy and security ex-

perts, they created primary and secondary privacy and security

labels. The primary label is designed to contain the most relevant

information and is supposed to be printed on the product pack-

age. In contrast, the secondary label contains more detailed and

explanatory information. This label is supposed to be retrievable

online and linked through a QR code on the primary label. The

authors confronted 15 IoT device users with these two label types

to understand how consumers use them. To this end, they designed

primary and secondary labels for two fictitious brands of secu-

rity cameras. In their consumer study, all participants noted the

current lack of privacy and security information represents an is-

sue during device selection. While most participants appreciated

the layered design that allowed them to review devices according

to their personal interests, knowledge, and concerns, some noted

that accessing the secondary label through a QR code on a mobile

phone might represent accessibility challenges for some parts of the

population, especially the elderly. Based on the in-depth feedback

of the consumers, the authors adapted and finalized the primary

and secondary labels, as shown in Figures 2b and 2c. Our work

closely builds upon these latest findings and the layered design

approach while exploring additional design opportunities related

to the interactivity of the secondary label.

2.3 Advanced Device Configuration Options
Prior research assigned users’ inability to act according to their

privacy preferences in the IoT to the lack of clear privacy config-

uration options [2]. However, some smart device manufacturers

recognize users’ diverging privacy preferences and provide built-in

mechanisms to shield or deactivate individual sensors – sometimes

using simple buttons, sometimes using physical mechanisms such

as camera shutters. Such physical mechanisms instill high trust

and have been recommended by prior research, as everyone can

understand them no matter their technological affinity [1, 9, 46].

With this, physical mechanisms can contribute to inclusive privacy

in smart home contexts [46] and Ahmad et al. [1] even call for each

sensor in a smart home to have tangible mechanisms to control

data collection. Other research efforts to provide tangible sensor

level control include a wearable microphone jammer [10], a hat

to prevent a smart speaker from listening [41], a smart calendar

that only reveals sensitive appointments when placed in a private

environment [22], and a smart webcam shutter activated when the

camera is not in use [12]. Responding to the call from prior research

to enable sensor level control, we address this configuration option

in our interactive privacy labels.

One of the most effective measures to prevent smart devices from

exposing data is to unplug them from the power supply. In fact,

Jin et al. [21] found in their survey study on smart home privacy-

protective behaviors with 159 participants that powering off devices

is a practice many smart device users employ. Related to devices

with a camera, the authors noted 12 reports of users turning off or

powering off devices. This increased to 37 reports for smart speak-

ers, and for all other devices, the authors registered four reports.

Asked about the most wanted features, the authors documented 27

occurrences of users requesting automated or remote features to

turn or power devices off. Notably, the authors found three reports
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(a) (b) (c)

Figure 2: Overview of the IoT privacy and security labels proposed in related work. For uniform display, the labels have been
cut vertically. The complete labels are linked in the following references. (a) First prototype label designed and evaluated by
Emami-Naeini et al. [14] in a study with 24 IoT device users. (b) Primary label and (c) secondary label resulting from a follow-up
study with 22 experts and 15 IoT consumers [13].

of participants engaging in network management, and one asked

for local-only network communication. In this context, when asked

why not to engage in privacy-preserving behaviors, six referred

to an "all or nothing dilemma," meaning, for example, one must

"sacrifice privacy to use the service."

Along these lines, Feger et al. [15] envisioned future smart de-

vice ecosystems that provide features across a wider connectivity

spectrum. They also stressed that current smart home appliances

are typically rendered useless when disconnected from the internet.

In response, they built two smart home devices, a camera and an

environmental control unit, that provide features across a connec-

tivity spectrum with four levels: online, local network, access point

mode, and offline. Here, access point mode refers to the direct infor-

mation exchange with one single connected device. A simple label

contrasts the trade-off between increased privacy risk exposure

due to increased connectivity and a feature decrease that correlates

with lower connectivity. Yet, these devices provide valuable fea-

tures across all connectivity levels. Our work directly connects to

these research threads by exploring how advanced connectivity

configuration can be reflected in smart device privacy labels.

2.4 Quantifying the Impact on Privacy
Jin et al. [21] investigated how smart home users can be supported

in privacy-protective behavior. For this, they created 11 storyboards

based on a wish list of 159 survey participants. A follow-up evalua-

tion with 227 consumers found that the most favored feature was

the envisioned mobile app Privacy Diagnostics that offered a con-

crete privacy score (e.g., 72 / 100) and suggestions on improving the

score. The idea of quantifying the impact of privacy with a score is

not new and was already suggested in 2010 in connection to social

networks [28]. Here, the score should help monitor privacy risks,

enable social comparison, and recommend improving the score.

Moreover, such a score was also already introduced into privacy

labels [5]. Designers created a highly simplified privacy label rep-

resenting a privacy score with a color scheme and a letter from A

to F [16]. Our work builds on this research thread by integrating a

quantified value representing a device’s privacy impact.

2.5 Summary
Smart device privacy and security labels, as designed and evaluated

by Emami-Naeini et al. [13, 14], represent strong tools to inform

users about the privacy implications of devices and help them make

informed purchase decisions. They have been very well-received

in the academic and political communities. Yet, there is an oppor-

tunity to represent additional information in future smart home

device privacy labels, including individual sensor impact, device

connectivity, and the impact on privacy. These examples reflect

the latest research on sensor state change and communication [46],

connectivity control that emphasizes device functionality even if

not connected to the internet [15], and quantifying the impact on

privacy by implementing a privacy score [21, 28]. Reflecting ad-

ditional complex information in privacy labels requires exploring

new interaction and communication tools. In particular, our work

expands on the notion of interactivity [14] on the secondary label

layer [13]. In this context, we note that initial explorations into

interactive labels have been reported in the context of nutrition

labels [6]. As they miss an empirical evaluation, we expect that

findings from our research contribute to consumer label design

beyond smart device privacy.

3 METHOD
For a visual overview of our method, see Figure 3. First, we created

two new label designs based on the key insights from prior work:

A static label to be printed on the device box to inform during

the purchasing stage and a second interactive label designed to

help users explore the impact of different device configurations on

privacy.We used these initial label designs for ten expert interviews,

where we (1) discussed the designs and (2) explored the potential

of interactive labels and the benefits and pitfalls of quantifying a

device’s impact on privacy. After we used our insights to refine the

label designs, we conducted a large-scale online survey with 160
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Figure 3: Overview of our method. We first created two initial label designs, which we discussed with privacy and security
experts. We then used these insights to redesign the labels and investigated how users interact with them in an online survey.
Lastly, we conducted an applicability survey, investigating how well our label educates users about sensor configuration.

participants to gather insights into the label’s interpretability and

usability. Finally, we conducted a second online applicability survey

with 120 participants to investigate how well an interactive label

educates users about sensor configuration. When advertising the

surveys, we ensured that we did not mention our focus on privacy

implications to avoid bias among our participants. We acquired

approval from our institution’s ethics board for all three studies.

3.1 Initial Label Design
Along with prior work [13], we designed two layers: The first layer

is a static label to be printed on the device box to inform during

the purchasing stage. The second layer provides more in-depth

information and is reachable through a QR code. We based our

designs on key insights from prior work. First, we visualize the

device’s impact on users’ privacy [21, 28]. Aiming to use a similar

metric as Jin et al. [21], we use a value ranging from 0 to 100,

called the privacy index. To map advanced device configuration

options, we reflect the device’s sensor [1, 46] and connectivity [15]

states. In line with prior work [15], the device’s connectivity can be

set to four modes: Online, local network (i.e., the device can only

communicate and exchange data with other smart devices within

the home and can not communicate or share data with entities

outside the home over the internet), access point (i.e., the device

can only communicate and exchange datawith one dedicated device,

such as a smartphone and can not communicate or share data with

other entities or over the internet), and offline. The different sensors

can be switched between two states: enabled or disabled.

The static label gives users an overview of the device’s impact on

privacy in combination with different configurations through a ma-

trix visualization. In line with Emami-Naeini et al. [13] and mainly

due to space limitations, we only depict the two most privacy-

relevant sensors on the static label and hint at the existence of

more sensors in the text next to the QR code. The code leads to

the second layer of the label. Our static label design, as used in

the expert interviews, can be seen in Figure 4. In contrast, the sec-

ond layer of our label is an interactive website, allowing users to

serendipitously explore different device configurations and directly

perceive the impact on privacy, visualized with a colored slider and

a numerical value. As different device configurations, especially

turning sensors off or changing the device’s connectivity, result in

a reduced set of available features, we integrated a feature overview

into the interactive label. There are two feature tables, one for the

Figure 4: Our initial static label formapping advanced config-
uration options around device sensor state and connectivity.

connectivity features and one for the sensor features. See Figure 5

for the interactive label design we used in the expert interviews.

4 STUDY I: EXPERT INTERVIEWS
We conducted semi-structured interviews with ten privacy experts

to get feedback on our initial label designs and discuss the potential

of interactive labels.

4.1 Participants
We recruited the experts using convenience sampling, followed by

snowball sampling [37]. To participate in our interviews, the experts

had to match our inclusion criteria, which were to (1) self-identify

as an expert and (2) pursue or have pursued a Ph.D. degree in

usable privacy or a privacy-related field. Six of our ten participants

identified as female and four as male. They were between 26 and

44 years old (𝑀 = 31.1, 𝑆𝐷 = 5.3) and had one to ten years of

experience working as a privacy expert (𝑀 = 4.4, 𝑆𝐷 = 4.3). Five

participants were PhD students, four participants were professors,

and oneworked as a post-doc. For a detailed overview of the experts’

demographics, refer to Table 1.
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Figure 5: Our initial interactive label design.

Table 1: The experts’ highest educational degree, current
occupation, and years of experience as privacy experts.

PID Education Occupation Exp.

E1 Doctoral Professor 3 yrs

E2 Master’s Ph.D. Student 2 yrs

E3 Doctoral Post-Doc 4 yrs

E4 Master’s Ph.D. Student 1 yr

E5 Doctoral Professor 1 yrs

PID Education Occupation Exp.

E6 Master’s Ph.D. Student 3 yrs

E7 Master’s Ph.D. Student 5 yr

E8 Doctoral Professor 8 yrs

E9 Doctoral Professor 15 yrs

E10 Master’s Ph.D. Student 2 yrs

4.2 Procedure
We sent out an informed consent form and a demographics question-

naire before our interview. We conducted the interview in person

or via Zoom depending on the experts’ location. Before we started

the recording, we ensured that our participants had signed the

informed consent form and filled out the demographics question-

naire. Following Emami-Naeini et al. [13] and to set the scene for

the interview, we started the conversation by asking the experts to

define privacy and security in the context of IoT devices. We first

introduced the concept of privacy labels for IoT devices and showed

the latest labels from Emami-Naeini et al. [13] as a reference. For

the primary static label, we either handed our participants a physi-

cal box with the label glued on or, in the case of online interviews,

showed a picture of the box and an enlarged view of the label so

that our participants could read all the detailed information. We

generated the label using the official IoT label generator
2
. We asked

our participants to study the label in detail while thinking aloud.

After that, we instructed the experts to scan the QR code (or, in the

2
https://www.iotsecurityprivacy.org/generate/

case of online interviews, to click on the link) and repeat the same

procedure for the secondary layer of the label. This first part of the

interviews allowed us to create a common understanding among

all participants and collect first impressions of the labels.

Next, we asked if they could imagine device configuration op-

tions that the current labels do not map. Whenever our participants

had trouble developing ideas, we showed two off-the-shelf devices

(one Echo Show, a smart display with a microphone and camera

and one Echo Dot, a smart speaker with a microphone) to relate to

current device capabilities. We then asked our participants to sketch

on paper how they could imagine these configuration options to

be reflected in the current labels. If the interview was remote, we

asked participants to show their sketches to the camera and send

us a scan of their sketches after the interview. Next, we introduced

our new label designs. We started with the static label using the

same procedure as the original label: We showed a physical box

with the label glued on and instructed the experts to think aloud,

especially focusing on the strengths and weaknesses. Afterward,

we instructed our participants to follow the QR code and think

aloud while interacting with the label. Whenever our participants

suggested improvements, we asked them to sketch their ideas.

Finally, we discussed the opportunities enabled by interactivity

and day-to-day usage of the two labels. Each interview took about

one hour. We compensated participants with 10€.

4.3 Data Analysis
We recorded a total of 8.4 hours of audio data (𝑀 = 50.5𝑚𝑖𝑛,

𝑆𝐷 = 14.4𝑚𝑖𝑛) and used Atlas.ti and Thematic Analysis to systemat-

ically explore our transcripts [7]. First, two researchers open-coded

two randomly selected interviews and met to discuss their codes,

resolve ambiguities, and form a first joint codebook. Afterward, one

researcher coded the rest of the interviews using the code book and

added new codes when necessary. Finally, the two researchers met

again to form groups of related codes and overarching themes. The

process led to a total of 171 codes, 23 code groups, and five themes.

https://www.iotsecurityprivacy.org/generate/
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4.4 Findings
We present our findings along our five overarching themes: Static

versus Interactivity, covering the perks and challenges of the

different labels and discussing the opportunities enabled by in-

teractivity, Privacy Assessment and Visualization, containing

all comments about the privacy index and how it should be vi-

sualized, Feature Trade-off, describing all discussions around

the importance of conveying the functionalities traded for privacy,

Comparison, talking about the importance of enabling social com-

parisons and across products, and lastly, Integration, describing

the role of the labels in users’ day-to-day life. In this section, we

refer to current labels when participants related to the privacy labels
from Emami-Naeini et al. [13]. All other label references relate to

our static and interactive labels.

4.4.1 Static versus Interactivity. This theme encompasses the ex-

perts’ notions regarding the challenges and opportunities of static

and interactive privacy labels. While the experts appreciated the

current labels for the in-depth information they provided (E6, E10),

their clear structure (E2, E10), and their focus on important as-

pects (E5, E9, E10), they also feared that the second layer of the

label might be too complicated for laypersons (E6, E8, E9, E10) and

that they might have trouble understanding the technical terms

without further explanation (E1, E2, E3, E5, E6, E7, E8). Besides,

the experts remarked that the current label raises concerns with-

out offering solutions (E1, E7) and that it would be beneficial to

map the device’s configuration options (E1, E2, E4, E6, E7) and

give estimations on whether the data practices are good or bad (E2,

E3, E4, E6, E7, E8, E10): “What exactly it would tell me as an end
user, I’m not entirely sure, because again, I don’t really get a rating.
I don’t really know if this is a good practice or a bad practice” (E6).
For both static label designs, the original and our new one, the

experts noted that all sensors should be shown, not only the most

privacy-relevant ones (E1, E4, E5, E7, E8, E10): “It would make me
feel a bit weird if I looked at the label, like, oh, okay, nice. And then
I go in and like, oh, actually, there’s a temperature sensor as well.
There’s a motion sensor as well” (E7). Even though experts liked that

the matrix on the new label gave an overview of all configurations

and their impact on privacy (E7), they also thought the label was

overwhelming (E2, E4, E9, E10) and pointed out that a matrix repre-

sentation gets unfeasible as soon as more than two sensors are to be

represented (E2). As a remedy, E2 suggested removing the matrix

and instead displaying an impact value for each sensor. Moreover,

the experts also discussed getting rid of the static label completely

and instead only having a QR code on the device itself (E1, E6), as

this would solve several issues, such as the label being too small to

display all options (E1, E2), the label getting outdated quickly (E1),

or the device box getting thrown away after purchase making the

information inaccessible: “Like I unbox my thing and then I throw it
away, like immediately. I’m not keeping my boxes. So, I don’t have the
QR code anymore. I don’t have any of the information anymore” (E1).

In general, the experts appreciated the interactive label (E1, E2,

E5, E8), as it enabled serendipitous exploring (E1, E2, E5), thus al-

lowing users to immediately see and understand the impact of the

different configurations on their privacy (E2, E4, E6, E7, E10). With

this, the label might also trigger behavior change, as E6 explains:

“This might trigger people to have some sort of behavior change in the

sense that they can really see the impact of what it would change if
I would actually turn off the microphone.” Next to the current con-

figuration options, the experts brought up the idea of approaching

the configuration the other way around: Coming from a desired

privacy index (E4, E7) or a specific use case (E2, E3, E5) and getting

suggestions for the most privacy-preserving configurations, as E4

explains: “I want to be at here, and it would give me the options of
what I need to configure. So basically reverse.”

4.4.2 Privacy Assessment and Visualization. All experts agreed that
it is important to give users the option to learn how the privacy

index is calculated to ensure they can interact with the label mean-

ingfully (E2) and interpret the value (E1, E2, E3, E5, E10): “But since I
don’t understand what the index is from looking at this, I also don’t re-
ally have a good feel for how bad exactly 70 out of 100 is” (E10). Along
those lines, our participants also discussed the granularity of the

privacy index. While some felt a fine granularity was necessary to

reflect the fine nuances between the different configurations (E1, E3,

E6), others emphasized that a coarser granularity or categorization

would foster understandability (E4, E5, E7, E8, E10). Suggestions

to simplify the privacy index included adapting already familiar

metrics, such as using letters similar to the energy or nutrition la-

bels in Europe (E7, E8, E10) or using the traffic light metaphor with

three categories (E4, E5): “It would be helpful to have metrics also for
privacy, which are similar to metrics people are already familiar with
and can connect or understand better” (E10). The experts in favor of

the granular value still suggested removing the scales for the static

label and instead only using colors and numbers to reduce visual

clutter (E1, E2, E10). While the experts generally liked the colors

for being intuitive and making the key information understand-

able without having to engage with the texts (E1, E2, E3, E6, E10),

some raised concerns that the current color scheme might hinder

accessibility across different cultures or abilities (E1, E6, E7).

4.4.3 Feature Trade-off. The experts emphasized the importance

of informing users about the impact of the different configuration

options on the available features, also on the static label (E1, E2, E3,

E4, E5, E6, E7): “They think, hey, it’s really cool with the privacy index,
I definitely want 100%, but then they are totally disappointed in the
user experience because it just doesn’t work the way it should” (E4).
Here, our experts also emphasized that the core features of a device

should be marked so that the user is aware that when configuring

a device in a certain way, they will not be able to use this feature

anymore (E2, E9): “What you usually distinguish is the primary
functionality of that device or service or something like an addition.
So, for example, if my smart fridge can sort of order food on my behalf,
then if I turn off all those sensors, then the primary functionality
wouldn’t be there.”

The experts also suggested improvements for the interactive la-

bel’s feature overview. Several experts were confused by the feature

table and did not understand how the icons map to the different

functionalities. Hence, they suggested using the label’s interactivity

by dynamically enabling and disabling the different features when

adjusting settings (E1, E2, E3, E5, E10). With this, it would also

be possible to map dependencies, as E3 explained: “I turned on the
video, so I could assume I can do video calls, but then again, I’m still
in the offline mode, so I assume video calls will not work.”
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4.4.4 Comparison. This theme summarizes the experts’ notions

about enabling cross-device (E2, E3, E4, E5, E7) and social com-

parisons (E2, E5). The experts discussed that the static label is too

complicated to compare devices with one another (E4, E5). Instead,

they recommended putting a condensed version of the privacy label

on the front of the box that shows the privacy index for the device’s

default configuration, just like food nutrition labels in Europe (E2,

E3, E4, E5, E7): “Have it very small, just one bar at the front of the box
with some standardized configuration. [...] For every smart speaker
with features A-enabled, B-enabled, and C-disabled – so people are
able to compare” (E2). In regards to social comparisons, E2 and E5

suggested showing the privacy index of the average user so that

people could compare themselves to others and maybe be nudged

to adjust their settings: “People will start to care more to see, okay,
I’m below average. So, for example, if you see, okay, I’m now 10 from
100, and the average Alexa user has 40” (E5).

4.4.5 Integration. The experts imagined how users might integrate

the labels into their day-to-day routines.While E3 and E6 stated that

the label might actually influence purchase decisions, they were

unsure if users would revisit the interactive label to check their

privacy configuration options once they finished their initial device

setup (E4, E5, E6). Here, the experts suggested integrating the label

into an actual control panel (E2), adding instructions on how to

physically configure the device (E1, E3, E7), or sending reminders

to check back on the privacy label (E3) to foster lasting engagement

with the label. Notably, several participants repeatedly brought up

notions of awareness, education, and control and discussed how the

primary purpose of the labels might shift between users and at

different stages of the device usage lifecycle, as E9 explains: “So for
a purchase decision, the question is, on one hand to know what the
device would capture, but then also how I as a user could influence this.
And then, if the device was operational, then I’d say, in the best case,
it would do what I want, and I wouldn’t need an interface at all. But
if not, then the label should show the current state.” We find that, in

particular, our interactive label sparked discussions around labels

as an educational tool versus a control tool that clearly signals

configuration options (E1, E2, E4, E8): “It’s very good for education
and making users aware and giving them the option. But in day-to-
day life, when nothing major is coming, I would not assume that the
possibility of giving them actions and control and transparency will
stop them from using the device and its full capabilities” (E1).

The experts also discussed opportune moments to confront users

with the label and, thus, engage with privacy tasks (E2, E7, E8, E9).

E9 considered the first device set-up as such an opportune moment:

“The moment when I purchased a device, I unpack it and I first time
set it up. That’s when I probably sort of look at that and am willing to
spare some time to engage with it.” The experts also brought up the

challenge of having interactive labels in a household with many

smart devices, as it would require significant effort to adjust all

labels accordingly (E9): “If I assume I have 100 smart home devices,
then that would sort of create a lot of effort for me to configure this.”
Lastly, the experts discussed the importance of tailoring the label

to the needs of the specific target group. This was often brought up

regarding the current labels as those used many technical terms,

especially in the second layer, that most of the experts deemed too

complex for laypersons to understand (E1, E2, E3, E5, E6, E7, E8, E9):

“I think the average user will seriously struggle with understanding
what this is about because literally sort of any term that’s being
used on the left-hand side is something that the average user will not
understand” (E9).

4.5 Summary
While the experts generally liked that the new labels not only in-

formed but also supported users in choosingmore privacy-preserving

options and that it provided an evaluation of the data practices by

showing the privacy index, they also had suggestions for improve-

ment. The experts stated that all sensors should be displayed on

the static label and warned that the matrix adds visual clutter and

gets unreasonably large with more sensors. The experts had op-

posing opinions regarding the privacy index. While some found

the value too granular, others thought the granularity was neces-

sary to reflect fine nuances between different configurations. In

addition, the experts emphasized the necessity to explain the pri-

vacy index to make it interpretable for users. The experts greatly

appreciated the interactive label for showing the immediate impact

of configurations on privacy and suggested use case interactions

where users define a specific scenario or a desired privacy index

and get suggestions on how to configure their devices. Along those

lines, the experts also emphasized the importance of visualizing

the features getting traded in favor of privacy. They also suggested

joining the two tables in the interactive label to visualize the in-

terdependency of connectivity and sensor features. Moreover, the

experts proposed making the features interactive along with user

configurations. Finally, most experts believed that the label would

support users mainly during the purchasing stage and that it might

presume different roles during the device’s lifecycle: It might serve

as an awareness, educational, or control tool.

4.6 Label Redesign
The experts found the interactive label to be the most interesting

as it enabled new forms of interaction. Along with the experts’

comments, we merged sensor and connectivity features and made

them dynamic: When users change sensor or connectivity states,

the respective features get grayed out or highlighted in green. See

Figure 1 for our reworked interactive label design. As several experts

questioned the suitability of the static label to reflect advanced

configuration options, we decided to adapt only the design of the

interactive label for further evaluation. Based on several expert

remarks, we added the following explanation for the calculation of

the privacy index:

A higher privacy index indicates less exposure to privacy risks.

It is calculated based on the following four factors:

(1) Sensor Type: Each sensor type has a value depending on its

impact on users’ privacy. Example: Since a video camera records

more personal data than a motion sensor, it has a stronger

negative impact on the privacy index.

(2) Sensor Specifications: The technical specifications of a sen-

sor impact the privacy index calculation. For example, a video

camera filming in wide-range 4K resolution is more privacy-

sensitive than a 780p low-resolution camera.

(3) Device Connectivity: A device that is online and has the po-

tential to share data with other entities has a bigger negative
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impact on the users’ privacy than an offline device that can not

share data with other entities.

(4) Device Specific Factor: We consider publicly available vulnera-

bility reports for entries about the specific device. Sometimes,

a device or a certain firmware version, for example, is espe-

cially prone to security vulnerabilities. This pillar specifically

considers device security.

5 STUDY II: ONLINE SURVEY
Next, to determine how users perceive the interactive labels and

gather insights into their interoperability and usability, we con-

ducted an online survey on Prolific (𝑁 = 160).

5.1 Survey Construction
We first asked the participants to complete the IUIPC question-

naire [29] to understand their general perception of privacy before

instructing them to complete the four tasks described in the follow-

ing. To ensure the data quality, we saved a timestamp after each

task and used an attention check item; refer to Appendix A for

the complete questionnaire. The four tasks aimed at the usability

of the interactive label through the four key research challenges

found in Study I: Privacy awareness versus simple control (Task 1),

feature and privacy trade-off (Task 2), and use-case-based label

configurations (Tasks 3 and 4).

5.1.1 Task 1. Aiming to investigate the effect of the different inter-

face elements, we conducted the first task between subjects so that

every participant only saw one condition. We visualize the different

conditions in Figure 1: The Only Control condition used UI ele-

ment (1), the Control × Privacy Index condition used elements

(1) + (2), the Control × Features conditions used elements (1) +

(3), and the last condition, Control × Privacy Index × Features,

used elements (1) + (2) + (3). All subsequent tasks used the Control

× Privacy Index × Features condition.

In the first task, we asked our participants to immerse themselves

in a situation where they bought a smart display with a QR code on

the box leading to a website. Then, we asked our participants to use

the website to configure the device’s sensors and connectivity ac-

cording to their preferences and explain their configuration choices

in at least one sentence. Afterward, we asked them to rate their

agreement to three statements on 100-point sliders ranging from

Strongly disagree to Strongly agree. We favored visual analog

scales (VAS) instead of Likert scales, as they lead to more precise

responses, higher data quality [17], and collect continuous data,

which allows for more statistical tests [38]. We also did not use ticks

to prevent the responses from converging around those [32]. Our

statements asked whether the website supported our participants

in making an informed decision and whether the device’s features

or privacy were the most influential factors when configuring their

device. Additionally, we also saved their exact configurations.

5.1.2 Task 2. Next, we confronted our participants with screen-

shots of the interactive labels of three slightly different smart dis-

plays. The Smart Omega Display had a privacy index of 55 and

only a few features; the Smart Gamma Display had a privacy index

of 22 and more features than the Omega display, and the Smart

Alpha Display had a privacy index of 5 and the most features. Then,

we asked our participants in a multiple-choice task to select the

display they would be most likely to buy and to describe the factors

influencing their purchase decision. This task tackles feature and

privacy tradeoffs as well as device comparison.

5.1.3 Tasks 3 and 4. Lastly, we investigated whether our partici-

pants understood how the label could be configured. These tasks are

inspired by the experts imagining use-case-based interactions with

privacy labels. For this, we confronted our participants with two

concrete situations, asked them to configure the label accordingly,

and finally, to enter the resulting privacy index. In the third task,

we investigated the configuration of the sensor states using the

following description: “A user owns two Smart Beta displays. 1) The
user wants both devices to be able to always react to voice commands.
2) The user also wants to be able to do calls on both devices. However,
only the device in the kitchen should allow video calls. The device
in the bathroom should not allow access to the camera.” The fourth
task builds upon the third, asking the participants to consider the

device’s connectivity: “The user’s partner does not like the fact that
the devices could send data across the internet. However, the partner
does like to use the "Advanced configuration" and "Limited remote
access within home" features. Configure the label accordingly.”

5.2 Participants
We recruited 160 participants, meaning each condition in task 1

was completed by 40 participants. We recruited our participants

in several batches to counterbalance our sample regarding gender

and country and to replace participants who failed our attention

check (4) or intentionally gave low-effort responses (1). Our par-

ticipants were between 21 and 67 years old (𝑀 = 33, 𝑆𝐷 = 8.9); 84

identified as male, 73 as female, and three as non-binary. The par-

ticipants were from 39 different countries, with most (15) stemming

from Portugal, Greece (13), South Africa (12), the United Kingdom

(12), and Mexico (11). Most (59) held an undergraduate degree, 58

a graduate degree, and 20 a high school diploma. We employed

the IUIPC questionnaire using a 7-point Likert scale (higher scores

indicating higher privacy levels) to measure the participants’ gen-

eral perception of privacy. The sample had an average score of 6.2

(𝑆𝐷 = .9) for Awareness, 5.7 (𝑆𝐷 = 1) for Control, and 5.7 (𝑆𝐷 = 1.1)

for Collection, which indicates rather high levels of privacy con-

cerns for all three areas when employing a similar interpretation

as prior work (c.f., [20]). The survey took approximately 8 minutes,

and we compensated our participants with 1.2£.

5.3 Results
We used Python and R to analyze our quantitative data and thematic

analysis [7] to make sense of our participants’ qualitative survey

responses. We used Dunn’s test with Holm-Bonferroni corrections

as post hoc tests for all significant results.

5.3.1 Task 1: Configuration Preferences. Wefirst investigatedwhich

condition our participants’ found to support them best in making an

informed decision. As our data were not normally distributed (𝑊 =

.934, 𝑝 < .001), we used a Kruskal-Wallis test which revealed signif-

icant differences (𝑝 < .05). Pairwise post hoc tests showed that the

Control × Privacy Index condition supported our participants

significantly better in making an informed decision than having
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(a) Boxplots showing our participants’ ratings regarding their
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(b) Bar charts showing how many
sensors participants activated on
average by condition.
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(c) Stacked bar charts showing the
configured connectivity by condi-
tion.

Figure 6: Visualization of the results from task 1. PI refers to conditions in which the Privacy Index was shown.

the Only Control condition. We did not find any significant dif-

ferences between the conditions regarding whether the features

or privacy considerations were the most influential factors when

configuring the devices; see Figure 6a.

Additionally, we investigated how our participants configured

their devices; see Figure 6b and Figure 6c. First, we investigated dif-

ferences in the configured sensors. As our data was once again not

normally distributed (𝑊 = .85, 𝑝 < .001), we used a Kruskal-Wallis

test which revealed significant differences (𝑝 < .05). Yet, pairwise

post hoc tests showed no significant differences. Yet, we see that

while participants in the Only Control condition activated 2.28

sensors and 2.25 sensors in the Control × Privacy Index on aver-

age, participants in the Control × Features condition activated

three sensors, and participants in the Control × Privacy Index

× Features 2.82. This shows that visualizing the features’ impact

while configuring led to participants activating more sensors.

Next, we investigated the connectivity configurations. Once

again, our data was not normally distributed (𝑊 = .63, 𝑝 < .001).

A Kruskal-Wallis test revealed significant differences (𝑝 < .01)

between the conditions and pairwise post hoc tests showed that

participants in the Control × Privacy Index × Features condi-

tion kept their device’s significantly more often in online mode

than participants in the Control × Privacy Index (𝑝 < 0.05) and

Only Control (𝑝 < 0.01) conditions. Again, this shows that di-

rectly communicating the impact of connectivity configurations

on device features resulted in a shift from increased privacy to an

increased number of features.

Our qualitative data helps explain the configuration choices.

Here, 25 participants stated having only considered their privacy

when configuring their devices. Looking at the differences by con-

dition, we see eight participants in the Control × Privacy Index

and nine in the Only Control made that statement. Yet, only six

participants in the Control × Privacy Index × Features condi-

tion and two participants in the Control × Features said privacy

was their most influential factor. This can explain why participants

in these conditions activated more sensors on average. Moreover,

35 participants stated they based their configuration on the best

privacy-feature trade-off. Yet, when looking at the codes by condi-

tion, we see that ten participants in the Control × Features, ten

in the Only Control, nine in the Control × Privacy Index ×
Features condition, but only six in the Only Control condition

made that statement. This makes sense as this condition does not

visualize the device’s features or impact on privacy and, thus, does

not provide much guidance on making a trade-off decision.

In summary, we found that having the privacy index available

made participants feel significantly better supported in making

configuration choices than having only the control panel available.

In addition, we found that showing the impact of configurations on

the available feature set led to participants activating more sensors

and keeping them in online mode more frequently.

5.3.2 Task 2: Purchase Decisions. Most (121) participants chose the

smart display with the highest privacy index and the least amount

of features, 22 chose the one with the medium privacy index and

the medium amount of features, and 17 chose the display with the

low privacy index and the most features. When asked to justify

their choice, most (103) stated having decided solely based on the

privacy index (103), as P47 explains: “The privacy index was pretty
much my sole reason for choosing what I did. The higher the score,
the safer it made me feel.” In contrast, 37 participants stated having

based their decision on the best privacy-feature trade-off: “A good
balance between privacy and features. The omega has too few features
to be useful for anything while the alpha just knows too much” (96).
Moreover, 20 participants stated that the additional features were

not worth giving up on privacy, and 17 stated that they decided

solely based on the available features.

5.3.3 Task 3 and 4: Configuring a Device According to Description.
In task 3, we asked participants to configure one smart display for

the kitchen and one for the bathroom. Both were supposed to be

able to do calls, but only the one in the kitchen should allow video

calls, meaning participants should keep both devices in online mode

and the microphone enabled while also disabling the video sensor
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for the device placed in the bathroom. Overall, 70% configured

the device for the kitchen correctly and 70.6% for the bathroom.

While the minimal correct option for the kitchen was a privacy

index of 10 (i.e., no configurations but keeping the connectivity

and sensors in default state), 45.5% of the 112 participants who

solved the task correctly chose a more privacy-preserving variant.

The same was true for the bathroom, where 64.3% of the correct

answers resembled a more privacy-preserving configuration.

Task 4 required participants to configure the display so that it is

not connected to the internet but still has the "advanced configu-

ration" and the "limited remote access within the home" features

available. This task was completed correctly by 65% of all partici-

pants, whereby 29.8% additionally deactivated sensors, even though

the task only required the participants to set the connectivity to

the "local network."

Overall, we found that most participants chose the device with

the highest privacy indexwhen asked tomake a purchasing decision

and that most participants understood the interaction with the label,

as they configured it correctly according to the task descriptions.

5.4 Summary
We conducted an online survey to determine how users interact

with the labels. We found that having the privacy index available

made participants feel significantly better supported in making

an informed decision on configuring their devices than having

only the control panel available. Moreover, we found that most

participants would choose the device with the highest privacy index

during purchasing decisions. Lastly, we found that our participants

understood the label’s configuration options, as most participants

configured the devices correctly according to our text descriptions.

6 STUDY III: APPLICABILITY ONLINE SURVEY
Lastly, to find out how well our interactive privacy label educates

users about sensor configuration (RQ3), we conducted an appli-

cability survey. In detail, we investigated (1) how important users

perceive the information provided by the label, i.e., learning about

the different device sensors, their privacy impact, and deactivation

options, and (2) whether users currently face issues when trying

to retrieve this information and if our interactive label succeeds in

educating users. To answer these questions, we conducted a second,

between-subject online survey.

6.1 Survey Construction
As we wanted to determine whether users currently face issues

learning about smart devices, we needed to compare the exist-

ing informing methods with our newly developed privacy label.

Therefore, we implemented a between-subject design with three

conditions: The current official Product Page of a smart device, the

Established Label by Emami-Naeini et al.’s [13] generated using

the official label generator
3
and our newly developed Interactive

Label. We slightly adjusted our label and removed the parts that

are not yet integrated into smart devices, i.e., the privacy index and

the connectivity modes local network and access point as we wanted
the label to accurately reflect the reality to ensure comaprability.

We selected three smart devices for our online survey: The Google

3
https://www.iotsecurityprivacy.org/generate/

Nesthub 2nd generation, the Amazon Echo Show 8 3rd generation,

and the Apple Homepod 2nd generation. We chose these devices as

they were among the top smart speaker models at the time of writ-

ing this paper, came from different manufacturers, and, thus, had

different product pages, and they all had the same core functionality

while offering slightly different feature sets.

After answering the IUIPC questionnaire [29], we presented all

three smart devices in random order. We asked the participants

to engage with the displayed information thoroughly (depending

on the condition, the official product page, the established privacy

label, or our interactive label – for the two privacy labels, we also

added a picture of the device to give the participants a visual hook)

and then proceed to the questions. We also advised our participants

that they were free to revisit the information while answering the

questions at any time. The following questions were repeated until

the participant declared that the device had no more sensors. We

first asked the participants to name one individual sensor of the

current smart device via a free text field. We then asked them which

of the following statements was true: The device allows me to disable
the sensor or the device does not allow me to disable the sensor.

After these questions, we asked our participants to rate their

agreement to six statements using the same sliders as before. The

statements appeared in random order and asked about the per-

ceived importance of learning (1) which sensors a device has, (2)

whether those sensors are deactivatable, and (3) about the privacy

implications of these sensors. Next, we asked how easy participants

found it to find information about (4) the installed sensors and (5)

their deactivation options. Finally, we asked if the participants (6)

understood the consequences of deactivating sensors on the device

behavior. The exact wording of these statements and the full ques-

tionnaire can be found in Appendix B. We further contribute the

privacy labels we used for our survey, which we created based on

publicly available information and which were validated by two

researchers, see ??.

6.2 Participants
We recruited 120 participants (i.e., 40 per condition) in several

batches to counterbalance the sample in terms of gender and coun-

try and to replace participants who either faced technical problems

because they had JavaScript disabled (2) or intentionally gave low-

effort responses, such as stating that a device did not have a single

sensor (3). Our participants were between 18 and 64 years old

(𝑀 = 34, 𝑆𝐷 = 10); 58 identified as male, 59 as female, and three as

non-binary. The participants were from 41 different countries, with

most (8) stemming from Turkey, Spain (8), Greece (6), Portugal (6),

and the United Kingdom (6). Most (43) held a graduate degree, 40

had an undergraduate degree, and 17 had a high school diploma. We

used the IUIPC questionnaire using a 7-point Likert scale (higher

scores indicating higher privacy levels) to gauge the participants’

general perception of privacy. The participants had an average

score of 6.1 (𝑆𝐷 = .9) for Awareness, 5.5 (𝑆𝐷 = 1.1) for Control,

and 5.6 (𝑆𝐷 = 1.1) for Collection, reflecting a rather high level of

privacy concerns across all three areas (following the interpretation

from Hoyle et al. [20]). The participants spent approximately 11

minutes on the survey and were compensated with 1.65£.

https://www.iotsecurityprivacy.org/generate/


DIS ’24, July 01–05, 2024, IT University of Copenhagen, Denmark Windl and Feger

Ease of Learning About Sensors

Ease of Learning About Deacvtivation

Understanding of Enabling/Disabling
0

20

40

60

80

100

Ra
tin

g

Product Page
Established Label
Interactive Label

(a) Boxplots showing how easily participants learned about
(1) available sensors, (2) their deactivation options, and (3) if
they understood the impact of enabling or disabling sensors.

Product
Page

Established
Label

Interactive
Label

0

20

40

60

80

100

Ac
cu

ra
cy

 C
or

re
ct

ly
 N

am
ed

 S
en

so
rs

 (%
)

(b) Violin plots showing the accuracy
of participants’ responses regarding
correctly identified sensors per device.
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(c) Violin plots showing the accuracy
of participants’ responses regarding
whether a sensor could be deactivated.

Figure 7: Box and violin plots showing how well the conditions performed regarding different measurements.

6.3 Results
We used Python and R to analyze the survey data. We report our

results along the two questions of (1) gauging the participants’

perceived importance of sensor information and (2) finding out

whether users currently face issues when retrieving sensor infor-

mation and if our label provides a remedy. We again used Dunn’s

test with Holm-Bonferroni corrections as post hoc tests for all

significant results.

6.3.1 Importance of Sensor Information. We first investigated how

important participants perceived it to learn about (1) which sensors

a smart device has, (2) how these sensors can be deactivated, and

(3) what impact these sensors have on users’ privacy. Our find-

ings show that all three dimensions were rated as important, with

medians of 86 for sensor knowledge (𝑀 = 79.79, 𝑆𝐷 = 21.85), 87

for deactivation knowledge (𝑀 = 79.69, 𝑆𝐷 = 22.32), and 84 for

knowledge on the privacy impact (𝑀 = 78.88, 𝑆𝐷 = 21.74).

6.3.2 Retrieving Sensor Information by Condition. Next, we inves-
tigated if users currently face issues when informing themselves

about smart devices and if users perform better using our newly de-

veloped Interactive Label. For this, we first focused on subjective

measures and investigated how easy users found it to retrieve (1)

sensor information, (2) information about deactivation options, and

(3) whether they felt they understood the impact of disabling sen-

sors on the device functionality. The Interactive Label received

the highest ratings across all three statements; see Figure 7a. Next,

we investigated the accuracy of (4) correctly named sensors and (5)

correctly identified deactivation options. Figure 7b and Figure 7c

show that also here the Interactive Label performed best.

Ease of Learning about Sensors.As our data was not normally

distributed (𝑊 = .93, 𝑝 < .001), we used a Kruskal-Wallis test,

which revealed significant differences (𝑝 < .001), and pairwise post

hoc tests showed that participants found it significantly easier to

find information about the available sensors using the Interactive

Label compared to the Product Page (𝑝 < .001) and significantly

easier using the Established Label compared to the Product

Page (𝑝 < .05). The difference between the Interactive Label and

the Established Label was not significant.

Ease of Learning about Sensor Deactivation. Since the data
was again not normally distributed (𝑊 = .9, 𝑝 < .001), we used

a Kruskal-Wallis test that revealed significant differences (𝑝 <

.001) between the conditions. Pairwise post hoc tests showed that

participants found it significantly easier to find information about

deactivating the sensors using the Interactive Label compared to

the Product Page (𝑝 < .001) and Established Label (𝑝 < .001).

Understanding Impact of Sensor Deactivation. Again, the
data was not normally distributed (𝑊 = .87, 𝑝 < .001). A Kruskal-

Wallis test revealed no significant differences (𝑝 = .24).

Accuracy of Correctly Named Sensors. The data was not nor-
mally distributed (𝑊 = .8, 𝑝 < .001). Thus, we conducted a Kruskal-

Wallis test, which revealed significant differences (𝑝 < .001). Pair-

wise post hoc tests showed that participants listed significantly

more correct sensors using the Interactive Label compared to the

Established Label (𝑝 < .001) and the Product Page (𝑝 < .001).

Accuracy of Correctly Identified Deactivation Options.
Since the data was not normally distributed (𝑊 = .75, 𝑝 < .001), we

used a Kruskal-Wallis test, which revealed significant differences

(𝑝 = .001). Pairwise post hoc tests showed significant differences

between all conditions. Participants had a significantly higher accu-

racy using the Interactive Label compared to the Product Page

(𝑝 < .001) or Established Label (𝑝 < .001), but the participants also

had a higher accuracy using the Product Page compared to the

Established Label (𝑝 < .05).

In summary, the participants found all information conveyed in

the label important. Moreover, participants retrieved sensor infor-

mation more easily and effectively with the interactive label.
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7 DISCUSSION
We presented the design process of our privacy labels, detailed

how they were impacted by findings from our expert interview

study (𝑁 = 10), and reported the results from an online usability

(𝑁 = 160) survey and applicability survey (𝑁 = 120). In this section,

we discuss the sum of findings from the studies through the lenses

of our three research questions.

7.1 RQ1: How can we reflect advanced smart
device configuration options in privacy
labels?

The academically and politically well-received IoT privacy and se-

curity labels designed and evaluated by Emami-Naeini et al. [13, 14]

set the scene for systematically communicating smart device fea-

tures and privacy risks. Our findings from Study I showed that

privacy and security experts consider them highly valuable and

thorough. Yet, the participating experts also stressed that the in-

formation level provided by these labels, particularly the second

layer label, might be too complicated for laypersons. This is par-

ticularly interesting concerning mapping additional smart device

configuration options like sensor control [46] and the control of

device connectivity [15, 21] as those require integrating even more

information. As a result, we find that new interaction and visu-
alization techniques must be explored to reflect advanced
smart device configuration options.

One visualization option relates to icons and visual metaphors

that most consumers are familiar with. In fact, the first label from

Emami-Naeini et al. [14] featured two 5-star ratings. The authors

removed those star ratings in their label designs later [13], arguing

that to date, no independent rating agencies existed that would

allow performing these assessments. However, they highlighted

that such a metric would be important to enable users to compare

devices. In the context of our work, we note that enabling com-
parability in even more complex device configuration sce-
narios necessarily requires quantifiable measures and easy-
to-understand data representations. This, in turn, requires es-

tablishing trustworthy assessment criteria and independent rating

agencies. In fact, prior work has already shown that manufacturers

exploit labeling schemes. For example, in the context of EU energy

consumption labels, manufacturers intentionally misreported their

energy consumption to appear more energy-efficient than they

truly were [19]. At the same time, consumers reported trusting

more in mandatory environment labels as those are usually authen-

ticated by independent third parties [42]. Consequently, we stress

that, when employed in practice, indicating a device’s privacy
impact must be mandatory and authorized by independent
third parties to ensure their truthfulness and user trust.

While such infrastructure has yet to be established, we can pro-

vide a foundation for future labels by empirically evaluating visual-

izations that enable device comparability. In our case, we initially

used sliders in a matrix for the static label before realizing in Study

I that they were too complex. In fact, the experts asked for simpler

metrics and visualizations on the static label or even argued for

dropping the static label completely in favor of a QR code that

links to the interactive label. In contrast, they largely appreciated

the privacy index of the interactive label that we refined in our

final interactive label design. Yet, our findings also show that fu-

ture iterations of visualizations like the privacy index must
consider interpretation intuitiveness, granularity, and ex-
pectation management. In particular, sticking to a fine-grained

representation like the current 100-point privacy index slider re-

quires communicating to users that a score close to 100 might not be

reachable in case of feature-heavy use and that lower scores might

very well be acceptable. As such, fine-grained representations
are likely to shift the main purpose of quantifiable measures
and visualization from creating basic assessments for aware-
ness (like stars) to in-detail comparability of devices.We argue

that this shift might very well be necessary given the vastly increas-

ing number of smart home devices and increasingly complex device

configuration options. In this context, we also note the immense

responsibility of visualizing such fine-grained assessments. In the

second task of our survey study, 121 participants chose the smart

display with the highest privacy index, with 103 stating that they

solely decided based on the privacy index. This is also partially

reflected in the third and fourth tasks, where 45.5% and 29.8% of

participants chose more privacy-preserving configurations than

the task requested. Yet, these results should also be considered cau-

tiously: While a device might appear privacy-threatening at first

due to a low privacy index, it might be highly configurable, lead-

ing to an easily increasable privacy index without losing much of

the promised feature set. This trade-off between helping users
make informed purchasing decisions and deterring users
from purchasing devices solely because their initial privacy
index might be lowmust be considered by future research on
privacy quantification. A possible solution is to display a range

instead of a fixed value to indicate that a device’s privacy impact is

not fixed but varies depending on the settings.

7.2 RQ2: What role does interactivity play in
the design of advanced privacy labels?

We initially designed one static and one interactive label but found

in Study I that accurately reflecting advanced device configuration

options in a static label is challenging, if not unfeasible. In fact,

Emami-Naeini et al. [14] also discussed the downsides of static

labels: “The rapid pace at which IoT devices receive software and
firmware updates could make it a challenge for manufacturers to keep
their labels up to date.” The authors discussed as a “realistic solution
(...) to have labels marked with software and hardware version num-
bers, with QR codes or hyperlinks to the label for the latest firmware”.
However, reviewing the latest computer security research on smart

devices, we note that vulnerabilities and countermeasures are sub-

ject to such a high level of fluctuation in a dynamic space that

static labels will frequently be outdated or even misleading. This

understanding is particularly well reflected in the work of Oser

et al. [36], who present an automated and scalable framework for

IoT device scoring. Since device security is one of the envisioned

assessment pillars for our privacy index and is further reflected

in the current IoT privacy and security labels [13, 14], we argue

that the value and use of static labels should be subject to further

investigation. Combined with limitations in reflecting advanced

device configuration options, this leads to questions about the
usefulness and role of the static or primary label layer. Indeed,



DIS ’24, July 01–05, 2024, IT University of Copenhagen, Denmark Windl and Feger

the printed label on product packages might actually just contain

a QR code linking to the online version of the label and contain,

at most, very basic information like an overview of the types and

sensors installed and their physical configurability.

However, we note that a novel type of interactive label also
raises interaction challenges around usability and accessibil-
ity. Navigating through a QR code to an interactive label requires

a minimal skill set and physical abilities that could potentially ex-

clude some of society. Windl et al. [46] related their research on

tangible smart device sensor control to inclusiveness, stressing that

tangible control mechanisms contribute to inclusive privacy. In the

label context, we note that the shift towards an interactive la-
bel requires designers and manufacturers to place particular
emphasis on the accessibility of this transition. Options might

include printing large QR codes for the elderly, visually impaired, or

motor impaired users; built-in RFID tags that open the interactive

label website automatically; and dedicated support hotlines that

guide towards the interactive label.

Regarding label usability, we note that interactive labels that

provide actual configuration options, rather than just informative

tooltips, are not widely used and are unfamiliar to most users. One

exception is Healthy Shelf, an interactive nutrition label that calcu-

lates nutrition values based on custom serving sizes and features a

comparison between two products [6]. The label designers motivate

their work largely through findings of Rothman et al. [39], who

report on a survey study with 200 participants who were asked to

calculate the number of carbohydrates for a specific serving size.

The authors found that only 37% of the participants could answer

correctly. In contrast, in the preliminary evaluation of Healthy Shelf
with nine participants, the six tasks were completed with an accu-

racy between 50% and 100%. In contrast, our survey Study II with

160 participants reports on a much wider usability evaluation of

interactive labels. While we note that privacy labels are way less

common than nutrition labels, the successful completion rate of the

use-case-based configuration tasks 3 and 4 were 70.6% and 64.3%,

respectively. Given the lack of familiarity with interactive labels in
general and privacy labels specifically, we consider those results as

a promising starting point. Yet, we note that researchers and de-
signers of interactive labels will need to continue observing
and improving the usability of this novel information tool
in the context of IoT privacy and beyond.

One of the main discussion points in the expert Study I related

to the primary use of the interactive labels. Almost all noted that

the labels are suitable to create awareness for data privacy and that

they help educate consumers. Yet, several experts also discussed a

possible shift of primary label use from static to interactive
label towards control. They noted that manipulating the device

state on the label would likely advocate for an actual state change

in the smart device. In this context, some experts further discussed

how consumers would approach the interactive labels. While the

current labels are mostly designed to create an overview of key

characteristics during device purchase and use, the experts envi-

sioned that the interactive label might be used for concrete use

cases. We designed tasks 3 and 4 to reflect such realistic scenarios

and found that most users could use the labels directly. Still, we

stress that this novel form of label interactionmust be further
evaluated in the wild to profit from lived experiences.

7.3 RQ3: How well does an interactive privacy
label educate users about sensor
configuration?

We designed our interactive labels based on the requirements of an

evolving smart device landscape marked by increasingly diverse

sensors and configuration options. Aiming to reflect these novel

developments, we designed interactive labels that, on the one hand,

clearly communicate the device’s sensors and their states but that

are also configurable to reflect the impact of deactivating sensors on

the device’s privacy and feature set. Yet, having such labels while

users do not perceive the provided information as important or

if they fail to make finding information easier and more accurate

would make them redundant. Hence, our third study investigated

whether the labels successfully educated users about sensor config-

uration. Our results showed that participants considered all aspects

of the interactive label highly important. This implies that users

actually want to learn about the different sensors, whether
they can deactivate them, and what impact they have on
their privacy. Our participants also perceived interacting with the

interactive labels to retrieve information about sensor types and

deactivation options significantly easier than with the currently

available options. Further, our participants could name device sen-

sors and deactivation options significantly more accurately using

our interactive labels. In contrast, the product page and established

label were insufficient in communicating this information, which

is reflected in the fact that users could barely name the sensors

correctly or decide if they were configurable. Hence, we call fu-
ture researchers and especially device manufacturers to in-
clude this information prominently to allow users to make
informed decisions about smart device purchase and usage.

7.4 Limitations and Future Work
We used an online survey to investigate how users interact with

interactive privacy labels. While we argue that this method success-

fully provided us with the first important insights, online surveys

might result in participants indicating answers that do not reflect

their actual behavior [23]. During real-life purchase decisions or

when already having a smart device at home, the convenience

granted by a large feature set might outweigh privacy considera-

tions. Hence, it will be important to repeat our investigation in a

more naturalistic setting, for example, by equipping smart homes

with configurable devices and labels through a long-term in-the-

wild study. This will provide in-depth insight into users’ perceptions

around information validity, transparency, and the role of inde-

pendent third parties in authenticating these privacy assessments.

These are important next steps on the path to broad real-world use.

Most of our interviewed experts came from Germany, and most

of our survey participants were from the Western population. This

must be acknowledged, as these populations tend to have very

strong views on privacy protection [40], which might have skewed

our findings. Hence, we argue for future research across diverse

populations to ensure the generalizability of our findings.

A potential pitfall of equipping smart home devices with privacy

labels, especially in combination with quantified privacy scores, is

that users might fail to interpret them correctly. In fact, such behav-

ior was found in regard to energy consumption labels, where users
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misinterpret the labels, which ultimately led to worse purchasing

decisions than without the label [43]. This shows the importance of

designing the label carefully and educating users about the correct

interpretation before deploying them in the wild.

Finally, the experts discussed how the label’s role might change

over time. While it will most likely serve as an educational tool

to support users during the purchasing stage, it might evolve into

an awareness tool as users use it to check back on their device

configurations. Moreover, our experts suggest evolving the label

into a control tool so that the configurations have a real-life impact

on the device’s settings. We encourage future research to explore

this broad potential of interactive privacy labels further to ensure a

lasting positive impact.

8 CONCLUSION
We conducted three studies to understand the potential of interac-

tive privacy labels. Based on extensive prior research, we created

novel IoT privacy label designs focusing especially on mapping

advanced device configuration options and conveying the device’s

privacy impact via a score. We refined the labels through our expert

interview study (𝑁 = 10) before we evaluated them for their inter-

pretability and usability in a large-scale online survey (𝑁 = 160).

Finally, we conducted a second online survey (𝑁 = 120) to investi-

gate how well the labels educate users about sensor configuration.

We found that mapping advanced configuration options calls for

interactive digital labels compared to static ones. Moreover, we

found that users successfully interpreted our labels and retrieved

sensor information more efficiently and correctly, and oftentimes,

they chose more privacy-preserving options than required.
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A INTERACTION SURVEY QUESTIONNAIRE
(1) IUIPC

(2) Task 1: Immerse yourself in the following situation: You

want to buy a smart display for your home. On the device’s

box is a QR code that leads you to the following website.

Please configure the device’s connectivity and sensors

according to your preferences. Configure the device and

answer the questions from the perspective of a person

wanting to purchase a smart display for their home.

[iFrame with interactive label embedded]

(a) Did you configure the device from the perspective of a

person who wants to purchase a smart display? (Sanity

check)

(b) Describe in at least one sentence why you configured the

device this way.What were your key considerations? (Free

text)

(c) The website strongly supported me in making an informed

decision. (Slider)

(d) The features were most important to me when configuring

the device. (Slider)

(e) My data privacy was most important to me when config-

uring the device. (Slider)

(3) Task 2: Choose a device: Which of the following devices

would you be most likely to buy? Please click on the image

to view it in full size.

(a) Three images showing privacy labels for three different de-
vices: One with a low privacy index and many features, one
with a medium privacy index and a medium amount of
features, and one with a high privacy index and low amount
of features. (Multiple choice)

(b) Please describe in detail which factors influenced your

purchase decisions. (Free text)

(4) Task 3: Please configure the device according to the fol-

lowing description: A user owns two Smart Beta displays.

Please configure these devices according to the follow-

ing description: The user wants both devices to be able

to always react to voice commands. The user also wants

to be able to do calls on both devices. However, only the

device in the kitchen should allow video calls. The device

in the bathroom should not allow access to the camera.

Tip: When unsure about the different connectivity modes

(i.e., online, local network, access point, and offline), you

can hover over the small question mark icons to receive

an explanation.

[iFrame with interactive label embedded]

(a) What is the Privacy Index for the device placed in the

kitchen? (Numeric entry field)

(b) What is the Privacy Index for the device placed in the

bathroom? (Numeric entry field)

(5) Task 4: Please configure the device according to the fol-

lowing description: The user’s partner does not like the
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fact that the devices can send data across the internet.

However, the partner does like to use the Advanced con-
figuration and Limited remote access within home features.
Configure the label accordingly.

[iFrame with interactive label embedded]

(a) What is the Privacy Index of the device? (Numeric entry

field)

B APPLICABILITY SURVEY QUESTIONNAIRE
(1) IUIPC

(2) Baseline Condition: Immerse yourself in the following

situation: You want to purchase [device name] for your

home. The following is a reference to the official product

page and allows you to get more information on the prod-

uct if needed. Please carefully study the information and

then answer the questions. You can revisit this product

page anytime while answering the questions.

[iFrame with official product page embedded]

Established Privacy Label Condition: Immerse your-

self in the following situation: You want to purchase [de-

vice name] for your home. Please carefully study the fol-

lowing privacy label for this device. Then, answer the

questions. You can revisit this privacy label anytime while

answering the questions.

[iFrame with established label embedded]

Interactive Privacy Label Condition: Immerse yourself

in the following situation: You want to purchase [device

name] for your home. Please carefully study the following

privacy label for this device. The label is interactive and

allows you to explore the various sensor settings and con-

nectivity modes. You can revisit this privacy label anytime

while answering the questions.

[iFrame with interactive label embedded]

We are interested in your perception of the different sen-

sors of the [device name]. The following block of questions

will be repeated for every sensor.

(a) Please list one single [device name] sensor. (Free text)

(b) Which of the following statements is true regarding the

[entered sensor named]? (Single choice)

(i) The device allows me to disable the sensor.

(ii) The device does not allow me to disable the sensor.

(c) Please indicate your agreement with the following state-

ment: I feel like I would most likely deactivate the [entered

sensor name]. (Slider)

(d) Does the [device name] have more sensors? (Single choice

- if yes, block repeated)

(3) Final questions: Please indicate your agreement regard-

ing the following statements. (Slider)

(a) It is very important to me to learn which sensors smart

home devices have.

(b) It is very important to me to learn whether I can deactivate

the individual sensors of smart home devices.

(c) It is very important to me to learn about the privacy impli-

cations of the individual sensors of smart home devices.

(d) It was easy to find information about the types of sensors

installed in smart home devices.

Figure 8: The interactive privacy label we used in the survey
for the Amazon Echo Show 8. The features and sensors were
extracted from the manufacturer’s official product pages.

Figure 9: The interactive privacy label we used in the survey
for the Apple HomePod. The features and sensors were ex-
tracted from the manufacturer’s official product pages.

Figure 10: The interactive privacy label we used in the sur-
vey for the Google Nest Hub. The features and sensors were
extracted from the manufacturer’s official product pages.

(e) It was easy to understand which sensors I could disable.

(f) I understand the consequences of enabling/disabling sen-

sors on the device behavior.
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